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Introduction

When we began our effort to outline and organize the Encyclopedia of
Criminology and Criminal Justice with our distinguished Associate Editors,
we set before ourselves a major task that would be different from that of most
other encyclopedias that are produced today in various fields. We looked back
in history to find our task. We sought to define the parameters of the discipline
of criminology and criminal justice, in the spirit of the encyclopedias first
developed in the 18™ century. This Encyclopedia would not be a dictionary of
the field, but a cutting edge statement of knowledge in the field at this time.

Crime and criminal justice are major dynamic issues in contemporary
societies. Every society is confronted with variations in crime rates and has
to deal with large groups of crime places, offenders, and victims. Crimes
appear in changing images in everyday life and criminal justice agencies have
to find solutions for these societal phenomena. This means that the science of
criminology is important not just for scientists and scholars who want to
develop basic knowledge and understand the causes of crime, but also to
policy makers and practitioners. Criminology as a discipline spans both basic
and applied research questions, and criminology has been enriched by its
ability to both provide scientific knowledge to practice and to raise critical
questions about the basic principles and effects of policy and practice. There
is an international community of active producers of criminological knowl-
edge in every continent at universities, research institutes, and governmental
offices. The globalization of criminological knowledge has increased the
dissemination of criminological research and theory to all parts of the
world. This Encyclopedia seeks to summarize that broad array of knowledge.

Undergraduate and graduate students in criminology and criminal justice
are taught using general text books with brief sections on relevant topics.
Further information is explored on the Internet, using Wikipedia texts for
additional knowledge or for writing papers. These texts have not been
reviewed by scholars in the field. The print and online versions of this
Encyclopedia give students, researchers, policy makers, and practitioners
direct access to a reliable body of knowledge on topics that have been written
by experts in the discipline. Indeed, in this Encyclopedia it is often the
originators of theories, practices, or methods that are writing the entries.
These entries will give students and scholars efficient and solid insights into
the knowledge they need for their courses.
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Goals

This Encyclopedia of Criminology and Criminal Justice presents the current
state of knowledge of this discipline. Like science in general, criminology
expanded during the last two centuries, starting with the first geographic
studies on the distribution of crime rates until new neurological knowledge
of offenders and innovative forensic techniques to detect perpetrators, and to
evidence-based treatment programs for serious or frequent offenders or local
governmental to private interventions in crime situations. We needed ten
volumes with 579 entries to display today’s criminology and criminal justice
knowledge base. It represents our efforts to provide the reader with current
state-of-the-art knowledge in criminology and criminal justice.

The aim of the Encyclopedia of Criminology and Criminal Justice is to
supply a comprehensive reference tool for the field of criminology and
criminal justice that is both cutting edge and of very high scientific quality.
This ten volume work provides a complete and systematic coverage of this
growing field that is unprecedented, as it is truly international and includes
fields related to criminology, such as police science, forensics, and certain
areas of psychology. Each entry offers an extended description of the topic,
relevant literature, current base of knowledge, and ideas about what needs to
be studied in the future. The on-line version will be updated continuously
after the first publication serving millions of students, researchers, policy
makers, and practitioners of all continents.

Defining the Discipline

The goal of this Encyclopedia is to provide a comprehensive reference work for
the field of criminology and criminal justice. We worked hard, meeting mul-
tiple times with our Associate Editors, to identify what the critical areas were,
and what research existed that we could include in the Encyclopedia. The
Encyclopedia in this sense "defines the field" through its choice of organization
and entries. We aimed at identifying emerging ideas and trends, so that the
work will be timely at publication and afterwards. This Encyclopedia covers
the field broadly, and internationally, and attempts to be up to date as to recent
developments in research and practice in the field. This Encyclopedia is not
a dictionary, nor a kind of Wikipedia without any quality assessment, and aims
at comprehensive and cutting edge knowledge that defines the contours of the
field of criminology and criminal justice. That is why we included the fast
developing new fields of forensics, psychology of law, and investigative
psychology. The ten volumes cover the following broad fields of criminology
and criminal justice (listed with the Associate Editors responsible):

Corrections and Criminal Justice Supervision in the Community (Doris

MacKenzie)

Courts, Sentencing, and the Judicial System (Leslie Sebba)

Police and Law Enforcement (Stephen Mastrofski)

Crimes, Criminals, and Victims (Alex Piquero)
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Crime Places and Situations (Cynthia Lum)

Explanations for Criminal Behavior (Sally Simpson)

History of Criminology (all Associate Editors and Editors-in-Chief)

Data, Methods, and Statistics (Arjan Blokland and Dan Nagin)

Social Interventions and Prevention (Gwladys Gilliéron & Martin Killias)

Forensics and Forensic Science Investigative Psychology (Peter Neyroud)

Psychology of Law (Karen Amendola)

Every section defines a number of areas of research (a total of 111), and
consequently a number of relevant topics or articles that are included as
entries (579). The entries are arranged in alphabetical order. Each entry
provides an overview of what is covered, followed by a short list of suggested
readings and references. All entries have been reviewed, first by the Area
Editors, then by the Associate Editors, and finally by the Editors-in-Chief.
Not all of the articles submitted could be accepted into the Encyclopedia, as is
the case with other academic work that is reviewed. We very much appreciate
the efforts of all of our authors, who have truly produced an important work in
criminology and criminal justice.
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Overview

The Risk-Need-Responsivity (RNR) model
for correctional programming has served as
a framework for promoting the use of evidence-
based correctional strategies. The RNR frame-
work has three core principles: (1) identify and
target the static risk level of the individual,
(2) identify the dynamic risk factors (needs) that
are associated with offending behavior and that
affect psychosocial functioning, and (3) identify
appropriate correctional interventions that are
suitable to address the risk-need interaction.
Adherence to all three of these principles prom-
ises a greater impact on recidivism and other
individual offender outcomes. This essay pro-
vides a brief overview of (1) risk assessment,
(2) dynamic offender needs, and (3) responsivity.

The Risk-Need-Responsivity Model

The core components of the RNR Model are:

« Risk: Match the intensity of service to the
offender’s static risk level. Target moderate
and higher-risk cases for more intensive treat-
ments and controls. Generally, avoid creating
interactions of low-risk cases with higher-risk
cases.

* Need: Target criminogenic needs (needs that
are directly related to recidivism) predomi-
nately. Define offender needs both in terms
of deficits but also in terms of strengths to
improve overall psychosocial functioning.
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* General Responsivity: Employ evidence-
based behavioral, social learning, and
cognitive-behavioral treatment strategies.

» Specific Responsivity: Adapt the style and
model of service according to the setting of
the service and to relevant characteristics of
individual offenders, such as their strengths,
motivations, preferences, personality, age,
gender, ethnicity, cultural identifications, and
other factors.

The RNR framework essentially focuses on
reducing recidivism through providing effective
interventions that are targeted to the risk and
needs of people involved in the justice system.
According to the model, the focus of interven-
tions should be on individual-level factors
(needs) that directly contribute to criminal behav-
ior. The model also stresses that certain types of
interventions are more likely to have recidivism-
reducing effects than others. Application of the
Risk-Need-Responsivity framework requires that
criminal justice agencies (1) use a validated risk
assessment instrument to identify static risk and
prioritize justice-involved individuals for more
intensive services and controls, (2) identify
dynamic offender needs (e.g., antisocial cogni-
tions, antisocial peers, and substance abuse) and
target rehabilitative interventions to specific
offender needs that are related to recidivism,
and (3) utilize evidence-based treatment
practices grounded in behavioral and cognitive-
behavioral models. The model stresses the impor-
tance of taking a human services approach to
correctional rehabilitation. It is grounded in an
extensive empirical literature base that indicates
that adherence to the three core principles of the
model is related to improved offender outcomes
(see Andrews and Bonta 2010 for a review).

Criminal Justice Risk and Risk
Assessment

The first ingredient in the Risk-Need-
Responsivity model is static risk level. Risk in
this context refers specifically to an offender’s
likelihood of reoffending and is operationalized
by indicators of prior criminal involvement.

Actualizing Risk-Need-Responsivity

Since the 1920s, there has been a growing aware-
ness of the factors that predict the likelihood of
reoffending and the usefulness of these factors in
identifying of risk for recidivism. Risk assess-
ment tools are designed to measure the degree
to which the individual is likely to have negative
outcomes (e.g., more recidivism) during or after
experience with the justice system. There are
a number of standard risk assessment tools such
as the Wisconsin Risk and Need Instrument, the
Level of Service Inventory-Revised (LSI-R), the
Correctional Offender Management Profiling for
Alternative Sanctions (COMPAS), the Ohio Risk
Assessment System (ORAS), and a myriad of
other tools, some in the public domain and others
proprietary. Each of these tools has some stan-
dard reference to historical involvement with the
justice system (i.e., takes into account criminal
history). The use of standardized risk assessment
tools is an evidence-based best practice in the
field of corrections and is a central component
of the Risk-Need-Responsivity framework.

Risk assessment is not a new concept in the
field of corrections. The use of interviews and
assessments that collect data on individuals and
predict how they will do during or after involve-
ment with the justice system has been common-
place within the criminal justice system for
nearly 100 years. When reviewing what is
known about risk prediction in the justice system,
it is typical to trace the development of risk
assessments through four generations. The four
generations of risk assessment are briefly
reviewed here:

» First Generation: Clinical Assessment.
First-generation risk assessments rely solely on
professional judgment. Depending on the skill
of the interviewer, the nature of the decision
being made, and the degree to which the
offender is forthcoming in the interview, the
clinical interview can generate valid informa-
tion about an individual’s risk to reoffend. But,
the interview process has been critiqued due to
the potential for bias related to subjective fac-
tors (e.g., age, race, gender, and other demo-
graphics of the offender) that may affect the
decision of the interviewer and/or system. This
criticism has led to concerns about introducing
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systematic bias into the risk assessment process.
First-generation clinical assessments are based
on criminal justice history (generally referred
to arrest history or rap sheet) along with
unspecified characteristics of interest of inter-
viewers. The risk of bias in these professional
judgments limits their utility for risk prediction.
Accordingly, actuarial measures of risk are now
preferred over professional judgments and have
become fairly standard within justice settings.
Second Generation: Actuarial Risk Assess-
ments. The second stage in the development of
risk assessment techniques involves an actuarial
(or statistical) risk calculation. Beginning with
parole hearing officers in the 1920s, there was
a growing realization that prior involvement
with the justice system can be a strong predictor
of future involvement with the justice system
(recidivism). Key criminal history risk factors
such as number of prior arrests, number of
incarcerations, attempts to escape, behavior in
the institution, prior probation violations, and
age of first arrest have been found over the past
90 years to be consistent predictors of continued
involvement in the justice system. Interviewer
or system biases regarding the demographic
characteristics of the offender are minimized
by the actuarial approach to risk assessment.
Since the statistical assessment is generally
demographically blind — it does not include
gender, age, or race factors — it minimizes the
potential that justice workers will allow bias
regarding these factors to impact decisions.
Actuarial risk assessments can also be used to
improve resource allocation. Consistent with
the risk principle of the RNR model, risk assess-
ment tools can be used to identify an offender’s
risk level, and higher-risk offenders can be
placed in more intensive and more control-
oriented correctional programs. This resource
allocation model represents a practical use of
the risk assessment tool and makes up a central
component of the RNR model. Risk assessment
can have an impact on recidivism through the
use of assessment tools to assign higher-risk
offenders to more intensive programming.
Third Generation: Actuarial Risk and
Dynamic Risk (Needs). The third generation

of risk assessment tools added in dynamic risk
factors to improve the alignment between cor-
rectional programming and offender needs.
Dynamic risk factors are offender characteris-
tics that are amenable to change. In the Risk-
Need-Responsivity model, when dynamic risk
factors are directly related to recidivism, they
are labeled “criminogenic needs.” Beginning
with the Wisconsin Risk and Needs Assessment
Tool, this third generation of risk assessment
instruments added needs or psychosocial factors
into the equation of risk assessment. Dynamic
risk factors may include antisocial attitudes and
orientation, employment, substance abuse, liv-
ing arrangements, mental health status, leisure
time activities, associations with criminal peers,
and other areas that have a hypothesized corre-
lation with offending. Third-generation risk
assessment instruments have two means by
which to assess outcomes: historical risk factors
(static risk) and dynamic offender needs
(dynamic risk). By including dynamic factors
in the risk assessment equation, third-generation
tools are better equipped to identify targets
(treatment needs) for correctional program-
ming. Identifying dynamic needs is an essential
component of both the need and responsivity
principles of the RNR model.

Fourth Generation: Case Management
Through Risk and Need Assessment.
Fourth-generation risk and need assessment
tools are an extension of third-generation
tools with a focus on treatment matching/
case management. In these instruments, risk
and need factors are used to identify appropri-
ate services (treatments and controls) to
reduce the risk of recidivism. These tools
focus on addressing offender needs by creat-
ing service matching algorithms based on the
risk and need profile of the offender. Fourth-
generation tools are designed to improve the
quality of assessments and to make them more
applicable to offender case management and
resource allocation by identifying individual-
specific behavioral targets for intervention.
Fourth-generation tools identify specific
offender needs and making treatment place-
ment recommendations.



The use of a validated risk-need assessment is an
essential piece of the Risk-Need-Responsivity
framework. Identifying static risk is the first step
in applying the framework and should occur as
early as possible after an offender comes in contact
with the justice system. Static risk is generally the
strongest predictor of recidivism; however, this
construct is limited from a case management per-
spective because it does not identify factors that are
amenable to change. While second-generation risk
assessment instruments are sufficient for identify-
ing static risk and subsequently predicting recidi-
vism, they fail to consider dynamic offender needs
that can be addressed through programming.
Accordingly, the use of a third- or fourth-generation
risk and need assessment is recommended by the
RNR model.

Dynamic Risk and Criminogenic Needs

In the Risk-Need-Responsivity framework,
there is recognition that an individual’s current
situation — dynamic factors — also influences his
or her involvement in criminal behavior. For the
most part, these factors, such as substance abuse,
mental health, employment retention, pro-social
values, friends and families, and criminal
thinking, are amenable to change. Because
these dynamic factors are amenable to change,
they are identified by the model as the targets
for rehabilitative correctional interventions.
The questions are: which of these needs are
criminogenic (needs that are directly related to
offending behavior and recidivism), and which
are more related to psychosocial functioning
as opposed to future offending? Criminogenic
needs have a direct link to recidivism, whereas
other types of psychosocial functioning needs
have an indirect link. The need principle of the
RNR model stresses the importance of triaging
dynamic offender needs to focus correctional
rehabilitation on those needs that are most
directly related to recidivism. This process in
intended to save resources by focusing interven-
tions on the treatable characteristics of the
offender that have an impact on recidivism and
can be changed through programming.

Actualizing Risk-Need-Responsivity

The Risk-Need-Responsivity model identifies
eight key dynamic needs: history of antisocial
behavior, antisocial personality pattern, antisocial
attitudes/thinking, antisocial associates, family/
marital problems, low levels of education or finan-
cial achievement, lack of pro-social leisure activi-
ties, and substance abuse. These factors are labeled
as the “Central Eight” dynamic risk factors for
continued involvement in offending behaviors.
The first four needs — history of antisocial behavior,
antisocial attitudes, antisocial peers, and criminal
personality — are considered to be more predictive
of recidivism outcomes than the remaining factors.
These four “criminogenic” needs have been
labeled as the “Big Four” by the creators of the
RNR model. According to the model, these are the
dynamic factors that should be the primary target
of correctional treatments and interventions. The
need principle of the RNR model stresses the
importance of using screening and assessment
instruments to identify dynamic offender needs to
prioritize targets for correctional treatment and
interventions.

The following discussion briefly describes
each dynamic need included in the RNR model
as well as a discussion of a few other key dynamic
risk factors that were omitted from the model in
its original statement. The goal is to distinguish
between criminogenic and non-criminogenic
needs, both important facets in a human service-
driven model of recidivism reduction. This dis-
cussion extends the RNR model beyond its orig-
inal conceptualization and takes into account
empirical evidence regarding the link between
dynamic risk factors and recidivism outcomes.

Substance Abuse. The RNR framework
identifies substance abuse as a dynamic, but not
“Big Four,” criminogenic need. The framework
generally neglects the fact that there are different
types of drug users, and the linkage to criminal
conduct varies considerably by substance use
disorder problem severity and by drug of choice.
Some substance abuse behaviors drive criminal
behavior while other use behaviors have negligi-
ble or no impact on offending behavior. Most
criminal justice risk assessments include sub-
stance abuse related questions but fail to distin-
guish between substance abuse and dependency.
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For example, in the Wisconsin Risk-Need Instru-
ment and the Level of Service Inventory-Revised
(LSI-R) (among others), the substance abuse
questions generally ask whether the individual
has ever had a problem with substance abuse. In
the Ohio Risk Assessment System (ORAS), sub-
stance use is measured with items that reflect
lifetime use, longest period of abstinence, and
employment-related problems stemming from
drug use. All of these assessments are limited in
their capacity to identify current substance use
disorders and current substance use treatment
needs.

Validated substance use screening and assess-
ment tools, such as the Addiction Severity Index,
the TCU Drug Screen, and others, tend to garner
a better understanding of the offender’s pattern of
drug use and misuse. These instruments include
more detailed information about lifetime use of
drugs, drug of choice, mode of delivery (e.g.,
smoking, injection), longest periods of absti-
nence, and whether drug use affects employment
or is related to legal problems. In general, the
risk-need screening instruments used in the jus-
tice system tend to cast a large net to describe an
array of substance use behaviors, some of which
are pertinent to recent use and predicting recidi-
vism, some of which are not.

The drug use and crime relationship (the drug-
crime nexus) is complicated. In general, empiri-
cal research suggests that there is a link between
drug use and offending. The strength of this rela-
tionship is conditioned by both the type of drugs
being used and the severity of the substance use
disorder. Because of this varying relationship
between drug use and offending, it is important
to consider both drug of choice and clinical
diagnosis/level of treatment need when factoring
substance use into the Risk-Need-Responsivity
framework.

The drug-crime nexus theory suggests
that involvement in criminal behavior will be
disrupted by providing substance abuse treatment
in the justice system especially for those users for
whom drug use directly affects criminal behav-
ior. The RNR framework does not differentiate
on severity of substance use or on drug of choice.
A revisited model of RNR would prioritize

substance use treatment needs based on substance

use disorder (SUD) severity and drug of choice

since there are evidence-based interventions
available to address this dynamic need. There is

a clear link between dependency on hard drugs

(e.g., cocaine, opiates, and amphetamines) and

offending which makes hard drug dependence

a criminogenic need that should be prioritized

for treatment in the justice system.

Based on the extant empirical research,
the following refinements to the consideration
of substance use in a RNR framework are
suggested:

1. Some types of drug use do not impact criminal
behavior. The literature illustrates that opiates
and cocaine use are more likely to influence
criminal conduct through the need to acquire
money, to participate in the drug trade to sup-
port one’s own habit, and the decisions made
by an individual in the inebriated state. There
is increasing evidence that amphetamine use
falls into this category as well.

2. Marijuana use does not appear to follow the
same trend as other “hard drugs” (i.e., cocaine,
opiates, amphetamines), and therefore mari-
juana abuse should not be considered
a criminogenic need. Marijuana users with
criminal thinking patterns should be priori-
tized for interventions that can address their
antisocial thinking needs rather than their sub-
stance use issues.

3. The offense should not drive a determination
of a substance abuse treatment need since
many offenders are arrested on charges that
are not related to substance abuse, and
many times substance abuse is a secondary
driver of criminal behavior. Additionally,
many offenders arrested for drug-related
offenses do not have clinical SUDs that neces-
sitate intensive treatments and therefore are
unlikely to benefit from substance abuse treat-
ment programs.

4. Offenders should be divided into four catego-
ries regarding substance abuse: (a) nonusers,
(b) used drugs in the past with current use of
soft drugs, (c) used hard drugs within a month
of the arrest, and (d) used hard drugs prior to
the arrest. This classification is suggested



because most studies and assessment tools

examine these issues, but they do not include

factors that are used in clinical assessments

(such as the DSM-IV). This pattern is also

more similar to proposed changes in the

DSM-V which focuses on dependence disor-

ders and tolerance to substances.

Antisocial Cognitions/Criminal Thinking.
Antisocial cognitions are the means by which
people can rationalize their deviant behavior to
neutralize or reduce the negative consequences
resulting from offending. Typical thinking errors
include dominance, entitlement, self-justification,
displacing blame, optimistic perceptions of reali-
ties, and “victim stance” (e.g., blaming society
because they are considered outcasts). Offenders
tend to exhibit more of these thinking errors than
members of the general population. Criminal think-
ing or antisocial cognitions are included in many
criminological theories including subcultural, ano-
mie, differential association, control, labeling, and
self-control theory. More importantly, antisocial
cognitions contribute to continued involvement in
criminal behavior and are identified as a “Big Four”
criminogenic need by the RNR model. These
distorted thinking patterns are a primary target of
the behavioral and cognitive-behavioral treatment
approaches that are recommended under the general
responsivity principle of the RNR framework. As
a criminogenic need, criminal thinking/antisocial
cognitions should be prioritized for treatment dur-
ing correctional supervision. Over the last two
decades, a number of instruments have been devel-
oped to measure criminal thinking. These instru-
ments may include the Psychological Inventory of
Criminal Thinking Styles (PICTS), the Criminal
Sentiments Scale, the Measure of Offender Think-
ing Styles, the Criminogenic Thinking Profile, and
the Criminal Cognitions Scale.

Antisocial Personality Pattern. The RNR
framework also identifies an antisocial personality
pattern as one of the “Big Four” criminogenic
needs. This criminogenic need factor is generally
characterized by proneness for adventurous
pleasure-seeking behavior, low self-control, and/
or aggressiveness. The DSM-IV criteria for an
antisocial personality disorder (ASPD) is charac-
terized by a callous disregard for the feelings of
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others; gross or persistent attitude of irresponsibil-
ity; disregard for social norms, rules, or
obligations; incapacity to maintain enduring rela-
tionships; low tolerance; frustration and use of
aggression or violence; incapacity to experience
guilt or to profit from experience; or marked prone-
ness to blame others for the behavior that the
person exhibits. DSM-IV criteria for ASPD offer
one possible operationalization of this antisocial
personality criminogenic need factor. As with any
personality trait, it is important to recognize that all
human beings exhibit some aspect of this but the
criminal offender tends to have sustained charac-
teristics. Measures of ASPD are as close to
a diagnostic criterion for criminal personality as
exists. This conceptualization recognizes that such
behaviors are common and that the issue is whether
the individual consistently displays the traits.

Another possible indicator of an antisocial
personality pattern that has been operationalized
is the construct of low self-control. Impulsive and
risk taking behavior is a dynamic characteristic
often noted among offenders. The general pre-
mise is that low self-control does not define crim-
inal behavior; instead it provides a context for
criminal acts depending on opportunities and
other motivating factors. Low self-control is
exhibited by the offender being easily persuaded
by situational and environmental factors, and
without attachments, there is little to constrain
the individual. The Risk-Need-Responsivity
framework holds that an antisocial personality
pattern is in fact amenable to change and can
be addressed through cognitive restructuring
interventions (e.g., cognitive-behavioral therapy
(CBT)).

Antisocial Associates and Social Supports.
Consistent with its grounding in social learning
theory, the RNR framework stresses antisocial
associates (family and peers) as a criminogenic
need. At the same time, the model identifies
pro-social family and peers as potential protec-
tive factors against continued involvement in
offending. Pro-social family relations are impor-
tant for reducing offending behaviors. Family ties
can provide emotional support and facilitate the
offender change process. But, histories of family
involvement in crime and prior incarcerations are
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often precursors to learned behaviors regarding
criminal behavior and drug use. The role of fam-
ily in the RNR framework is complex. Having an
antisocial family is criminogenic while having
a pro-social family is identified as key facilitators
of desistence from offending.

Relations with others, including antisocial
peers and families, can affect three aspects of
future offending involvement. As noted by
Huebner and Berg (2011), three mechanisms of
family and peer associations (referred to as social
ties) may foster desistance are (1) ties with
pro-social individuals control offender behavior,
(2) ties can provide emotional support, and (3) ties
can help offenders facilitate a transformation in
identifying from offender to citizen, or reinforce
an offender identity. While adult pro-social bonds
to family and spouse can serve as a catalyst for
desistance, a strong empirical link has been
established between associations with antisocial
peers and offending. Accordingly, the RNR frame-
work stresses identifying family and friends as
either supportive of or detrimental to a crime-free
lifestyle and prioritizing antisocial associates as
a criminogenic need that needs to be addressed in
order to improve the likelihood of desistence from
crime and/or drug use.

Employment and Educational Attainment.
Offenders tend to have lower educational attainment
than the general population including a higher per-
centage of offenders that do not graduate from high
school or receive a General Educational Develop-
ment (GED) degree. But, not completing high
school is not criminogenic in that it does not
“cause” a person to commit crimes. Not graduating
high school however may affect verbal intelligence
or literacy levels, which may affect the ability to
obtain employment. Prior research has found that
individuals who do not graduate high school are
more likely to recidivate than those who do graduate
high school. Much of the impact of education on
recidivism outcomes may operate through its impact
on employment which has generally received more
empirical support as a correlate of recidivism
outcomes. Because it is not directly related to recid-
ivism, education is considered a non-criminogenic
dynamic need that requires less treatment attention
than criminogenic needs.

Offenders tend to have lower steady employ-
ment than non-justice-involved individuals. Again,
employment-related issues are not criminogenic
given that there is no causal linkage between
employment and recidivism. But, employment has
an indirect relationship with recidivism and there-
fore may be targeted through correctional program-
ming when other more direct needs are not present.
Employment after release from prison is shown to
foster better outcomes, but the overall pattern is
unclear regarding the relationship between employ-
ment and recidivism. Further research is needed to
(1) clarify the mechanisms through which employ-
ment and education affect recidivism outcomes and
(2) clarify the recidivism reduction potential of
educational and employment-related treatment
programs.

Mental Health Status. Mental health func-
tioning is a complex need given the prevalence
and diversity of mental health conditions in the
justice system and their varying impact on
offender functioning. Despite the high preva-
lence of mental health and co-occurring disorders
(CODs) in the justice system, few empirical stud-
ies have found that the presence of a mental
health condition is a direct predictor of criminal
conduct. While it does not appear that mental
health status is directly related to recidivism,
mental health conditions may negatively impact
the performance of offenders in programming
and can increase risk for technical violations
related to failure to complete mandated treat-
ment. While there is no direct link between men-
tal health issues and recidivism, failure to provide
mental health services to those with mental ill-
ness can negatively impact the outcomes of
offenders and lead to increased recidivism rates.

Housing. Housing is another dynamic offender
need that warrants consideration in the RNR frame-
work. Although housing status does not directly
predict recidivism outcomes, instability in housing
indirectly affects outcomes because it impacts the
overall stability of the offender in the community.
While the relationship between housing stability
and recidivism remains empirically unclear,
addressing housing issues can provide stability in
an offender’s life and potentially have an indirect
impact on recidivism outcomes. Addressing



housing needs may also improve offender
performance on community supervision and within
community-based treatment. Like other non-
criminogenic needs, housing is treated as a tertiary
dynamic risk factor within the RNR framework.

Risk of Recidivism and Location. A number
of recent research studies have emphasized the
importance of examining the influence of both
individual and community risk factors. There is
much more research available about individual
risk factors than about community-level risk fac-
tors that can be directly linked to recidivism. This
paucity of empirical research on the community
context of recidivism is a major impediment to
efforts to improve correctional performance.
Offender’s risk of recidivism is influenced
by both individual- and community-level risk
factors. The location where the offender resides
makes a difference in the likelihood of
recidivism.

The notion that offenders with similar individ-
ual risk profiles (based on such factors as prior
offense history, prior incarceration, history of sub-
stance abuse, and employment/education deficits)
are more likely to fail if they are released to a small
number of identifiable high-risk communities is
a factor that has emerged in the recidivism litera-
ture in recent years. To the extent that high-risk
communities are also resource-poor communities,
it seems logical to suggest that as a general princi-
ple, you cannot change offenders unless you also
change the communities in which offenders reside.
Accordingly, when implementing the Risk-Need-
Responsivity framework in practice, it is essential
to consider the community context in which it is
being applied. The RNR framework is unlikely to
be successful in improving offender outcomes if
programming is not available to address dynamic
offender needs. The availability of programming is
a central component of the third and final RNR
principle: responsivity.

Identifying Targets for Programming
Many individuals have more than one of the “Big

Four” or “Central Eight” needs. By examining
the number and type of criminogenic needs an
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offender presents, it is possible to identify
offenders who are more ingrained in a criminal
lifestyle and therefore should be targeted for
more intensive services designed to affect crimi-
nal thinking and potentially reduce recidivism.
Additionally, screening and assessment of needs
provides guidance regarding which needs are
present and which needs should be prioritized in
interventions.

Within the Risk-Need-Responsivity frame-
work, the goal is to identify dynamic factors —
amendable to change — that contribute either
directly or indirectly to criminal behavior. Identi-
fying dynamic needs that affect both the opportu-
nity to participate in and the desire to commit
criminal acts is important. Similarly, it is important
to give attention to factors that either can serve
to protect the individual from criminal involve-
ment (stabilizers) or those that may contribute to
the opportunity or desire to commit crimes
(destabilizers). Included in this framework are fac-
tors that tend to have an indirect relationship with
recidivism including mental health status, educa-
tional attainment, employment history and options,
housing, location of residence, and other factors
frequently discussed in the realm of dynamic
offender needs. The inclusion of these clinically
relevant factors is grounded in the notion that these
non-criminogenic factors impact the decisions and
choices made by offenders and therefore need to be
included in decisions regarding treatment matching
and amenability to change. And, to some degree,
these factors may also indicate severity of problem
behavior warranting attention.

The following conceptualization of need
severity can be used to augment the original
Andrews and Bonta Risk-Need-Responsivity
framework and foster more efficient correctional
resource allocation:

1. Primary criminogenic needs should fall into
three categories: substance dependence (on

a criminogenic drug), criminal lifestyle (made

up of criminal thinking and other Big Four

criminogenic needs), and specific offender type

(e.g., sex offender, domestic violence offender,

or drunk driver). This priority is based on

magnitude of relationship to recidivism and
knowledge of effective interventions and the
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availability of programming to target these spe-
cific criminogenic factors.

2. Offenders who have three or more
criminogenic needs should be prioritized for
treatment. Offenders with substance depen-
dence on opioid, cocaine/crack, methamphet-
amines or chronic drunk drivers with alcohol
disorders should prioritized for treatment.
Research has shown that the number of needs
affects recidivism (see Andrews and Bonta
2006), and therefore offenders who present
with higher scores on criminal attitudes and
values, antisocial peers, family criminal net-
works, and history of antisocial behaviors
need to be prioritized for more intensive and
structured programming.

3. Core demographics are important in guiding
assignments to programming. Gender, age,
and location of residence warrant consider-
ation in the treatment matching process.

4. Substance abuse and mental illness, although
not directly related to recidivism, should
be prioritized among non-criminogenic needs
as intervention targets because they are clini-
cally relevant and treatment programs are
available that target these specific offender
needs.

5. Given their generally weaker correlations with
recidivism, the remaining dynamic need fac-
tors should be considered as either stabilizers
(protective factors) or destabilizers (negative
indicators). This distinction provides for
a greater opportunity to consider factors that
should be used to adjust programming given
the number and type of stabilizers and
destabilizers in a person’s life.

Responsivity: An Overview

The responsivity principle of the RNR framework
has two components: general responsivity and
specific responsivity. The general responsivity
principle suggests that correctional interventions
will have the greatest impact on recidivism when
they are evidence-based and employ treatment
techniques that have been empirically linked
to improved offender outcomes. The principle

identifies behavioral and cognitive-behavioral
approaches as those that are most likely to result
in reduced recidivism. Adherence to the general
responsivity principle requires that all offender
treatment programs be theory-based and employ
either behavioral or cognitive-behavioral offender
change approaches.

The RNR framework conceptualizes specific
responsivity in terms of the personal characteris-
tics of the offender that can affect their engage-
ment in treatment or prevent them from being
successful in programming. These personal char-
acteristics generally included things like mental
and emotional problems, cognitive functioning,
and the individual’s level of motivation and read-
iness to change. The specific responsivity princi-
ple has expanded and also includes personal
characteristics such as age, gender, cultural back-
ground, personality, and past treatment experi-
ences among other factors. Under the specific
responsivity principle, these client characteristics
are considered when identifying the type and
level of correctional intervention that will be
most “responsive” to the treatment needs of the
individual offender and therefore most likely to
result in improved outcomes.

The term responsivity has evolved into more
of a general principle for matching the appropri-
ate type of programming based on the risk and
need factors of offenders — recognizing that these
risk/need factors should drive the level and type
of programming. This conceptualization mirrors
some other efforts to develop treatment place-
ment criteria (e.g., American Society of Addic-
tion Medicine (ASAM)) but recognizes that the
setting and the type of intervention are important
in affecting outcomes. Embedded in this concep-
tualization of responsivity are a number of
program- or intervention-level factors that affect
the quality and potential impact of the program-
ming that should also be considered when deter-
mining the most appropriate level of correctional
intervention for a justice-involved individual.
These additional program features include the
dosage, the content, the fidelity or adherence to
the program model, and the quality of the pro-
gram resources. It is beyond this essay to review
all of these components. But, consistent with
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the evidence-based practices literature, we are

aware that:

» Dosage or the number of hours that a person is
involved in the correctional program should
vary by risk level and that higher-risk
offenders should be involved in larger quanti-
ties of programming.

» Content or the theoretical orientation of
the intervention should include cognitive-
behavioral therapy, therapeutic communities,
or integrated service models like drug treat-
ment courts. The nature of the treatment pro-
gramming has an impact on results.

» Fidelity, adherence to core correctional
practices, or the degree to which the program
is implemented as planned is directly related
to program effectiveness. This construct
includes the dosage, content, type of staff,
curriculum, and other key functional compo-
nents of the program and is essential for bring-
ing about offender change.

e Program resources include facilities,
resources, and staffing available to the pro-
gram. These should be aligned with the
intended goals of the intervention. Program
resources are important to ensure the clinical
or responsivity components are adequately
resourced to be effective.

While the original Risk-Need-Responsivity
framework stands, an expanded empirical litera-
ture base has assisted in reconfiguring some of the
decision criteria for responsivity to include:

1. Static risk level should drive dosage and type of
programming. Since static risk accounts for the
majority of the variance in explaining recidi-
vism, it appears that placing moderate to high-
risk offenders, with various criminogenic needs,
into more intensive programming should be the
priority.

2. The concept of problem severity should be inte-
grated into the RNR framework. While the
original RNR model separated by priority (Big
Four) and lesser priority (non-criminogenic)
needs, it appears that this distinction does not
separate out those that have more severe behav-
ioral issues from those with less severe issues.
The responsivity model should consider all
dynamic offender needs, including the host of

Actualizing Risk-Need-Responsivity

clinically relevant, non-criminogenic factors in
identifying problem severity.

3. Substance use dependence and criminal life-
style (a composite measure of the “big eight”)
should be prioritized for more structured, inten-
sive programming. These severe behavioral
issues generally require more intensive services,
particularly for moderate to high-risk offenders.

4. Age and gender are important responsivity
factors that should adjust the content of the
program/services.

5. Programming content should be categorized
into four levels: cognitive and behavioral, inter-
personal and social skills, lifestyle skills, and
punishment (no programming). Cognitive and
behavioral programming should be the primary
intervention type for individuals who are mod-
erate to high risk with criminogenic needs.
This expanded responsivity conceptualization

can be used to match justice-involved individuals

to levels of care in adherence with the Risk-Need-

Responsivity ~ framework. The steps of

responsivity are conceptually clear: (1) identify

static risk and prioritize high and moderate risk
offenders for more intensive treatments and inter-
ventions; (2) identify criminogenic needs and
target specific criminogenic needs during treat-
ment; (3) use cognitive-behavioral, behavioral,
and other evidence-based interventions to
address criminogenic needs; (4) take into consid-
eration non-criminogenic needs, stabilizers, and
destabilizers in determining the appropriate level
of care for a justice-involved individual; and

(5) focus on client strengths to refine and improve

the treatment match.

Conclusion

The original RNR framework has had a positive
impact on the growth of evidence-based pro-
gramming and treatments in the field of correc-
tions. The model has identified the importance of
individual-level factors in making determinations
about the appropriate level of programming that
is needed. However, a review of the literature on
recidivism found that the original positioning of
various criminogenic needs in the RNR
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framework may need to be altered. This is espe-
cially true when examining how these individual
factors affect the results from participation in
different type of programming or the type of
programming that is likely to reduce recidivism
for specific profiles of offenders. The quagmire of
recidivism reduction is that (1) there is great
variability across studies regarding the size
and (sometimes) the direction of the effect
between an individual-level factor and recidi-
vism; (2) oftentimes an individual-level factor is
indirectly related to recidivism, usually when
other individual-level variables are present; and
(3) program-level effects may vary from merely
examining the impact of various individual fac-
tors on offender outcomes. That being said, these
inconsistencies in the literature do not challenge
the RNR framework but merely suggest a slightly
different ordering of importance of different fac-
tors, and the inclusion of clinically relevant fac-
tors such as mental health, housing stability, and
substance abuse. And, it means that there should
be certain drivers of who needs more intensive
programming — namely, individuals with moder-
ate to higher risk or individuals with more severe
constellations of criminogenic needs.

Adhering to the principles of the Risk-Need-
Responsivity framework at a system level can
lead to reduced recidivism rates and improved
cost-effectiveness of the US correctional system.
The RNR model combines several evidence-
based correctional practices into one, versatile
framework. A particularly valuable component
of the RNR framework is its potential to
guide resource allocation and improve the fit
between correctional interventions and individ-
ual offender needs. The framework stresses the
importance of building a human services culture
within the correctional system; a goal that empir-
ical evidence has shown is more effective at
reducing recidivism than incarceration or sanc-
tioning alone. In a time when correctional
resources are sparse, the Risk-Need-Responsivity
framework offers a model to efficiently and cost-
effectively respond to the needs of the offender
population. The framework offers not only
improved cost-effectiveness but also improved
public safety returns.
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Overview

One of the most consistent findings across
studies on offending in different countries is the

Adaptation

age-crime curve (Farrington 1986; Tremblay and
Nagin 2005). The relationship between age and
crime is of an asymmetrical bell shape, showing
that the prevalence of offending (the percentage
of offenders in a population) tends to increase
from late childhood, peaks in the teenage years
(around ages 15-19), and then declines from the
early 20s, often with a long tail (Fig. 1). The sharp
increase during adolescence in the curve reflects
an increase in new delinquency recruits during
that period, and the rate of recruitment tends to
slow down subsequently (Smith et al. 2002).
The age-crime differs from developmental
trajectories (qv) of offending in that the age-
crime curve indicates the prevalence of offending
by age of populations of individuals, whereas
developmental trajectories make distinctions
between subgroups of offenders, such as life-
course persistent offenders and adolescent-
limited offenders.

Key Issues

Although universal, the age-crime curve is
not invariant but differs depending on character-
istics of offenses and offenders (Farrington
1986). For example, the age-crime curve for vio-
lence tends to peak later than that for property
crime (Piquero et al. in press). Studies also show
that the age-crime curve for girls peaks earlier
than for boys (Farrington 1986; Elliott et al.
2004). The curve is also higher and wider for
young males (especially those of a minority
status) growing up in the most disadvantaged
compared to advantaged neighborhoods
(Fabio et al. in press). There are similarities
between the age-crime curve and the age-co-
offending curve (Piquero et al. in press) and
between the age-crime curve and the victim age
curve (Stolzenberg and D’Alessio 2008). Since
most of the violence is directed at same-age
victims, it is not surprising that the age period
16-24 is also a high-risk period for violent
victimization (e.g., Kershaw et al. 2008).

In addition, the criminal propensity of succes-
sive age cohorts is not necessarily the same, with
more individuals in some age cohorts being
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Age-Crime Curve, Fig. 1 Age-crime curve, based on longitudinal data from the Pittsburgh Youth Study (oldest
cohort) and using self-reported delinquency and official records of offending

delinquent and over a larger number of years (i.e.,
with a higher duration) than individuals in other
age cohorts (e.g., Farrington 1986; Cook and
Laub 2002). The majority of the published age-
crime curves are based on cross-sectional data,
which usually means that they are based on mul-
tiple age cohorts and for that reason are usually
different from curves based on longitudinal data.
For these data, it is often hard to disentangle
cohort, age, and period effects (i.e., changes in
historic time). Therefore, preferred are age-crime
curves based on self-reports and official records
that are usually based on a single cohort (e.g.,
Loeber et al. 2008) as preferred, because they
avoid the confounding influence of multiple
cohorts.

Most of the studies on the age-crime curve
have been based on official records, which
often underestimate the number of delinquent
individuals and, hence, the height and probably
also the shape of the age-crime curve. Therefore,
it is important to examine the age-crime curve
based on more comprehensive information,
such as that based on self-reports of offending
and complemented by reports by parents and
teachers (Loeber et al. 2008). There are several
other caveats about the age-crime curve that
may influence conclusions drawn from it. For
example, self-reported delinquency shows an

earlier peak than official records (Piquero et al.
in press). This may reflect the fact that juvenile
offending at a young age (as evident from self-
reports) goes unrecorded by the police or there
may be a delay in arrest, and as a consequence
these offenses remain undetected in official
records until a later age.

Researchers have not been in agreement about
whether the prevalence of offending is correlated
over age with the frequency in offending (e.g.,
Blumstein et al. 1986) and whether as the
prevalence increases so does the frequency (i.e.,
in the upswing of the age-crime curve). Con-
versely, when the prevalence of offending
decreases, does the frequency of offending also
decrease (in the downslope of the age-crime
curve)? Yet, research on the frequency of
offending at different ages has been scarce (e.g.,
Barnett et al. 1987; Loeber and Snyder 1990;
Piquero et al. in press).

It is not well known that, although an early age
of onset, compared to a later age of onset, is
associated with a longer criminal career, the
highest concentration of desistance takes place
during late adolescence and early adulthood
irrespective of age of onset. This corresponds
with the downslope of the age-crime curve. In
fact the decrease in prevalence in the downslope
of the age-crime curve is very substantial.
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In some data sets, it goes down from about 50 %
to about 10 % of all persons (e.g., Loeber et al.
2008). Important for our understanding of the
transition between adolescence and adulthood
is the right-hand tail of the age-crime curve.
The higher and longer that tail, the more this
indicates that there is a population of youth
who may not have outgrown delinquency or
who may have started offending during adult-
hood (see below). In summary, the downslope
of the age-crime curve varies between differ-
ent populations of young people, but often
extends from adolescence into adulthood. It
is important to realize that the majority of
serious forms of crime — including violence —
take place in the period of downslope of the
age-crime curve.

Individual Differences, Offending
Careers, and the Age-Crime Curve

Some criminologists have assumed that
individual differences in the propensity of
offending are stable over time, including the
age-crime curve (e.g., Gottfredson and Hirschi
1990). However, a recent reformulation that cor-
responds more with the age-crime curve is that
the magnitude of the individual differences in
offending is modest in the early part of the age-
crime curve, increases toward the peak of the
curve, and then decreases in the downslope of
the curve (Loeber et al. 2012). It still can be
argued that what remains stable is the rank-
ordering of individuals’ propensity of commit-
ting delinquent acts.

Factors Influencing the Height and
Width of the Age-Crime Curve

Loeber and Farrington (2012) postulated ten
processes that might explain the downslope of
the age-crime:
1. Individual differences in self-control
2. Brain maturation
3. Cognitive changes (e.g., decision making to
change behavior)
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4. Behavioral risk factors (disruptive behavior
and delinquency) and behavioral protective
factors (nervousness and social isolation)

5. Social risk and protective factors (family,
peers, school)

6. Mental illnesses and substance use/abuse

7. Life circumstances (e.g., getting married,
becoming employed)

8. The situational context of specific criminal
events, including crime places and routine
activities

9. Neighborhood (e.g., living in a disadvan-
taged neighborhood and the concentration
of impulsive and delinquent individuals in
disadvantaged neighborhoods)

10. The justice response (e.g., transfer to adult
court, 10nger sentences)

Of the above processes, several are thought to
also explain the upslope of the age-crime curve
(Nos. 1, 4, 5, and 9). For example, parents’
influence over their children’s behavior tends to
decrease, and the influence of peers tends to
increase during the upslope of the age-crime
curve.

The critical question is: Does each process
explain the onset, persistence, and desistance in
offending from childhood into early adulthood?
The explanatory processes reviewed by Loeber
and Farrington (2012) tend to take place at differ-
ent age periods from childhood to early adulthood
and, consequently, may influence different but
interrelated outcomes. For example, early individ-
ual differences become manifest after birth and
evolve subsequently; exposure to new risk factors
increases from childhood through adolescence,
while changes in desirable life circumstances —
such as marriage and employment — typically
accelerate from late adolescence into early
adulthood. Thus, the explanatory processes tend
to operate at different ages, some early and some
later in offending careers.

We will highlight only a few of the ten pro-
cesses and concentrate on individual differences
and brain maturation. Many scholars focused on
different underlying constructs thought to be
central to individual differences. However, there
is little agreement on whether poor self-control,
reckless behavior, impulsivity, poor executive
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functioning, or sensation seeking is the important
construct (see also Jolliffe and Farrington 2009),
and there is even less agreement on how best to
quantify them independent of disruptive child
behavior and delinquency. Also, the assumed
stability of the underlying constructs across the
life-course is often untested and is rarely based on
a follow-up of the same individuals over time
(but see Piquero et al. 2009). Another possible
flaw is the fact that individual differences, in for
example, self-control, do not easily map on
the age-crime curve, especially on the upslope
of the curve representing the increase of
offending from childhood (ages 7—12) to middle
adolescence (ages 13—16) and the downslope of
the age-crime curve representing the decrease of
criminal activities from late adolescence (ages
17-19) into early adulthood (ages 20-25).
Further, the individual differences approach
usually does not focus on brain maturation
from childhood to early adulthood (but see
Moffitt 1993).

Loeber et al. (2008), who examined a large
array of protective factors, concluded that in the
Pittsburgh Youth Study, desistance in the down-
slope of the age-crime curve was more difficult to
predict than desistance at earlier ages. Specifi-
cally, none of the protective factors measured
either in early adolescence (ages 13—16) or late
adolescence (ages 17-19) predicted desistance in
early adulthood (ages 20-25), but not all research
is in agreement on this point (Stouthamer-Loeber
et al. 2008).

Some researchers have proposed that changes
in life circumstances, such as marriage and
employment, also impact the timing of the
decrease in the age-crime curve (e.g., Theobald
and Farrington 2009). It should be noted that
these changes in life circumstances often occur
late into the downslope of the age-crime curve,
where they could still cause a decrease in
offending.

A critical issue is whether mental maturation
and the associated emergence of internal controls
are related to brain maturation and whether both
influence the downslope of the age-crime curve.
In brief, an improved understanding of individual
differences would suggest something like the
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following. Young people differ in the speed
of brain maturation, and this brain maturation,
accompanied by social learning, causes improved
internal controls. These improved controls
become evident through a decrease in risk-taking
behaviors, reckless behavior, and sensation seek-
ing and improvements in problem solving, future
orientation, and decision making. Improved con-
trols are thought to reduce deviant behavior,
including the commission of delinquent acts,
and increase prosocial behaviors.

There are several pieces of research that fit
these propositions. There is increasing evidence
that the brain continues to develop during
childhood into early adolescence, including
ongoing myelination (e.g., Giedd et al. 1996;
Sowell et al. 2001), and into adulthood when
white matter increases and synapses are pruned.
Research also shows that “the dorsal lateral pre-
frontal cortex, important for controlling impulses,
is among the latest brain regions to mature without
reaching adult dimensions until the early 20s”
(Giedd 2004, p. 77). The importance of white
matter is underscored by the finding that decreased
white matter is significantly more common among
boys with psychopathic tendencies compared to
controls (De Brito et al. 2009). Biological changes
in the prefrontal cortex during adolescence and the
early twenties lead to improvements in executive
functioning, including reasoning, abstract thinking,
planning, anticipating consequences, and impulse
control (Sowell et al. 2001).

The data on brain development, although
mostly cross-sectional, is much in line with behav-
ioral evidence that reckless behavior tends to
decrease as late as early adulthood, as is evident
from data on the incidence of car accidents, even
when controlling for the number of miles traveled
(Foss 2002). This is widely recognized by insur-
ance companies whose premiums for car insurance
for young drivers up to about age 25 are dramati-
cally higher than for older drivers. The idea of
improved behavioral controls that emerge between
late adolescence and early adulthood is also evi-
dent from psychological research. For example,
Steinberg et al. (2009) investigated time perspec-
tive, planning ahead, and anticipation of conse-
quences among individuals between ages of 10
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and 30. Although this was a cross-sectional study,
the results suggest that the ability to plan ahead
improves dramatically between early adolescence
and the early 20s along with the anticipation of
consequences, while time perspective improves
slightly less in that same period. In addition,
a recent meta-analysis concluded that children’s
and adolescents’ coping repertoires increase with
age, including planful problem solving, more
diverse distraction techniques, positive self-talk,
and intentional self-regulation of emotions
(Zimmer-Gembeck and Skinner 2011).

A key piece of evidence, however, derives from
longitudinal research in which the same individuals
are followed up over time. In general longitudinal
research shows that childhood impulsivity mea-
sured by ratings made by adults (as early as age
5) is significantly predictive of violence (Jolliffe
and Farrington 2009). Corresponding to the thesis
that young individuals differ not just in their stable
traits over time but also in their developmental
maturation, research based on the Pittsburgh
Youth Study (Loeber et al. 2011) shows that indi-
vidual differences in cognitive impulsivity, as mea-
sured by young males’ performance on several
psychometric tasks at age 13, map onto individual
differences in the age-crime curve. Individuals
scoring lowest on cognitive impulsivity at age 13
on average had the highest prevalence of arrest for
delinquent acts throughout adolescence into early
adulthood (ages 12-26), but from age 27 to 28
onward, their prevalence of arrest became very
similar to those with lower cognitive impulsivity.
Second, all groups that differed in their level of
cognitive impulsivity (from highest to lowest)
showed the age-crime curve, meaning that each
group showed a decline in the 20s in the prevalence
of convictions for delinquent acts. This is contrary
to the notion that highly impulsive individuals
or individuals with little self-control on average
remain highly delinquent over time (e.g.,
Gottfredson and Hirschi 1990). Instead, the results
show that on average, even highly impulsive indi-
viduals decrease their level of delinquency with
age, although they took longer to outgrow delin-
quency than less impulsive individuals.

Yet another piece of evidence contradicts
the assumed stability of underlying traits.
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Piquero et al. (2009) reviewed the evidence that
several intervention programs improved self-
control and reduced delinquency in young people.
The programs reviewed targeted those up to age 10
and showed that juveniles’ self-control can be
changed as a result of systematic interventions.
Less well documented is how well interventions
promoting self-control influence older populations.

In summary, the central issue is not whether
there are stable individual differences between
individuals in their cognitive control and their
delinquent acts. Instead, the key question is: To
what extent individual differences increase over
time and then decrease? Thus, the age-crime
curve with its increase, peak, and then decrease in
prevalence and, possibly, severity over time should
be related to within-individual differences in brain
and cognitive development. However, brain and
cognitive development has not been related to
adult-onset offending.

Lowering the Age-Crime Curve

One of the limitations of current evaluation studies
is the absence of yearly long follow-ups of treated
and nontreated individuals during adolescence and
early adulthood. For that reason, published evalu-
ation studies have not been able to show the degree
to which interventions could have lowered the age-
crime curve. To resolve this, longitudinal data from
the Pittsburgh Youth Study was used to simulate
the impact of an intervention on offending by at-
risk youths (Loeber and Stallings 2011). Simula-
tion can be compared with asking the question
“What if...” we changed one aspect of the data
set, what impact would that have on future
offending? To address this, the authors modeled
first the efficacy to screen for high-risk individuals
and then to apply a treatment that “knocked out”
youth who otherwise would have been at risk of
committing serious delinquency. To identify high-
risk boys, a screening risk score was computed
from data collected at the first assessment for
each of the three cohorts at ages 7, 10, and 13, for
the youngest, middle, and oldest cohorts, respec-
tively (Loeber et al. 1998). This screening score
included conduct problems and delinquency as
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reported by the boys and their parents and teachers.
The intervention modeled was inspired by the best
intervention programs available (Lipsey and
Wilson 1998) evaluated by the comparison of an
experimental sample receiving the intervention
with a control sample not receiving the program
(or receiving an alternative program). Loeber and
Stallings (2011) took as a conservative criterion
a success rate for the intervention of 30 %.

The intervention was associated with a substan-
tial reduction in serious delinquents by one fifth to
one quarter (21.5 % and 27.6 % for the youngest
and oldest cohort, respectively), especially from
ages 11 to 21. Other results indicate that the inter-
vention also was associated with a decrease of 20 %
in the prevalence of arrest by the police, a 35 %
lower prevalence of homicide offenders and homi-
cide victims, and a 29 % reduction in the weeks of
incarceration. Thus, the modeled intervention had
a substantial benefit of lowering the age-crime
curve by reducing the prevalence of self-reported
serious offenders, officially recorded homicide
offenders and homicide victims during adolescence
and early adulthood, and had benefits for the justice
system by greatly reducing arrests and convictions.

In conclusion, there are many intervention
programs available outside of the justice system
that reduce recidivism and prevent persistence of
offending from adolescence into early adulthood.
Preliminary results indicate that such interven-
tions may lower the age-crime curve for
a population of youth.

Policy Implications

All available age-crime curves show that the
legal age of adulthood at 18 (or for that matter
ages 16 or 17 in some states) is not characterized
by a sharp change (or decrease) in offending at
exactly that age and has no significant relevance
to the downslope of the age-crime curve. Serious
offenses (such as rape, robbery, homicide, and
fraud) tend to emerge after the emergence of
less serious offenses of the late adolescence-
early adulthood window. Even for serious
offenses, however, there is no clear dividing line
at age 18. Steinberg et al. (2009) concluded that
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“The notion that a single line can be drawn
between adolescence and adulthood for different
purposes under the law is at odds with develop-
mental science” (p. 583). Piquero et al. (in press)
emphasized that knowledge about the age-crime
curve during the transition from adolescence to
adulthood potentially offers valuable insights
for incapacitation and reentry policies. Finally,
lengthier sanctions administered in the adult
court aimed at young offenders, based on our
understanding of normative outgrowing of
delinquency in young populations, will have no
bearing on lowering the age-crime curve. In
summary, if lowering of the age of adulthood is
advocated, legislators need to take into consider-
ation the age-crime curve, costs and benefits, and
the need to screen vulnerable populations who
take longer than others in their brain maturation
and their outgrowing of the age-crime curve. The
litmus test is whether concerted preventive and
remedial interventions inside and outside of the
justice system can lower and shrink the age-crime
curve for future generations of young people.
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Overview

This entry discusses the application of computa-
tional agent-based models (ABM) in exploring
the ramifications of crime event mechanisms pro-
posed by criminological theory. In particular, it
describes how simulation experiments can be
used to systematically assess the plausibility of
crime event theories in explaining commonly
observed patterns of crime and how the use and
development of ABM may offer a viable method
of theoretical prototyping free from traditional
empirical constraints which in turn encourages
theorists to explicitly specify the mechanisms
by which they propose observed crime phenom-
ena come about.

Introduction

A wide range of criminological theories provide
individual-level depictions of the crime event.
Such theories outline hypothesized mechanisms
of cognition and action for both potential victims
and offenders and, in turn, the influences that the
local environment place upon them in situating
victimization. Criminologists hypothesize that
these mechanisms are operating, interacting,
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combining, exciting, inhibiting, and subsuming
one another in complex and dynamic ways which
influence the spatiotemporal distribution of
criminal opportunities and in turn crime. Unfor-
tunately, key problems associated with observa-
tion and experimentation endemic throughout the
social sciences dictate that we often struggle to
directly observe how, and in what ways, such
interactions take place and instead are left to
observe only their output — the patterning of
crime. As a result, a divide exists between
observed aggregate crime patterns and proposed
individual-level crime theory. This divide dic-
tates that many theoretical propositions relating
to the proximal causes of crime can be difficult to
empirically verify to the degree that would be
desirable.

The past decade has seen a number of criminol-
ogy scholars begin to explore potential applications
of computational models in a hope of better char-
acterizing and understanding these complex inter-
actions of the crime event (Birks et al. 2008, 2012;
Bosse et al. 2010; Brantingham and Brantingham
2004; Brantingham et al. 2008; Brantingham and
Tita 2008; Eck and Liu 2008; Groff 2007; Johnson
2008; Liu et al. 2005; Malleson et al. 2009; Van
Baal 2004; Wang et al. 2008). Such approaches
aim to provide support to existing theoretical
and empirical efforts by allowing researchers to
generate artificial worlds free from logistical, mon-
etary, and ethical constraints in which the likely
downstream impacts of theoretical propositions
can be systematically estimated through simulation
experimentation.

Drawing heavily on Epstein’s (1999)
generative approach, this entry provides an over-
view of one particular type of computational
model: the agent-based model, advocating its
use in exploring the generative sufficiency of
individual-level criminological theory, that is, the
capacity of proposed individual-level mechanisms
in explaining commonly observed aggregate pat-
terns of victimization. The entry begins with an
introduction to the agent-based modelling method-
ology, highlighting a number of its characteristics
that are of considerable use in exploring complex
social systems. Subsequently, Epstein’s (1999)
notion of the generative explanation as afforded
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by ABM is set out, and a discussion relating to its
application in the study of criminological theory
provided. In concluding several strengths, weak-
nesses, and requirements for a generative approach
to the study of criminological theory are discussed.

Computational Agent-Based Modelling
in the Social Sciences

By definition, the social sciences deal with the
functions and interactions of society; thus, com-
plexity is inherent in almost all phenomena they
aim to study. In relation to this issue, Herbert
Simon called for the so-called “soft” social sci-
ences to be relabelled the hard sciences due to
a range of issues that encumbered investigation.
Simon asserted that the laboratory conditions
used by those who deal with the natural sciences
permit a much clearer observation of cause and
effect than is ever possible within the social sci-
ences. Similarly, Epstein and Axtell (1996, p. 1)
discuss a number of methodological difficulties
that have to date limited the productivity of
traditional equation-based models commonly
applied within the social sciences for the pur-
poses of theory testing. A summary of these
observations follows:

» Social systems are rarely characterized by
discrete, easily decomposable subprocesses;
instead most social phenomena encompass
numerous mechanisms which all act in
unison — spatial, cultural, economic, demo-
graphic, and so on.

+ Controlled experiments that aim to test hypoth-
eses within the social sciences are often very
difficult to perform due to a number of ethical
and logistical constraints.

» Traditional social science models often
assume that entities are perfect rational actors
who have access to perfect information.

* Inorder to manage computational requirements,
typical social science models suppress unit
heterogeneity through the use of “representative
agent” methods.

* Such heterogeneity is inherent in social
systems; however, within the social sciences
“there has been no natural methodology for
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systematically studying highly heterogeneous

populations” (p. 2).

e Models within the social sciences often
assume social systems can be characterized
as static equilibria and as such ignore the
importance of temporal dynamics.

In the attempt to overcome some of these
problems, research within the social sciences
over the last two decades has begun to embrace
the application of computational modelling tech-
niques drawn from a number of disciplines in
exploring complex social systems. Agent-based
models (ABMs) are one particular technique that
offer considerable promise to those who aim to
build explanatory models of complex social
systems. ABM is a well-established method of
computer simulation with many real and promis-
ing applications across a range of disciplines.
Although technically straightforward, its concept
is considered profound (Bonabeau 2002).

Rudimentarily, agent-based computational
models simulate the interactions that occur
between multiple autonomous entities with the
aim of analyzing how the decentralized behavior
of individuals impacts on the behavior of the
system as a whole. ABMs have been applied in
a vast range of applications that include investi-
gating the dynamics of pedestrian flow in emer-
gency situations, exploring youth subcultures, the
study of financial markets, and understanding
consumer purchasing behavior.

ABM allows social science researchers to create
virtual societies and inhabit them with simulated
populations of heterogeneous autonomous actors.
Using these models, the societal level impacts of
differing individual-level behaviors can be exam-
ined (Epstein and Axtell 1996). In this way, ABM
provides a platform to explore how the decisions
people make on a day-to-day basis translate into
observable phenomena. Advocates of the approach
suggest that it is this ability to capture the
links between micro-action and macro-outcome
that place ABM as a “natural” methodology for
the study of human systems (Axelrod 1997;
Bonabeau 2002; Epstein 1999; Hedstrom 2005).
The observed behavior of complex societal sys-
tems often arises from the interactions of relatively
simple microlevel behaviors (Schelling 1978), and
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it is in exploring this micro-macro divide among
complex social systems that ABM offers consider-
able promise. By manipulating the initial condi-
tions of the ABM and scrutinizing data collected
about virtual populations, researchers gain insight
into the likely dynamics of certain societal config-
urations. Fundamentally, ABMs are made up of
two key components: a population of agents and
a simulated environment in which they are
situated.

Simulation Agents

In an ABM each member of the virtual popula-
tion is represented by an autonomous decision-
making entity, commonly referred to as an agent.
Just like the members of a real population, agents
can exhibit individual characteristics, prefer-
ences, and behaviors; for example, each agent
might have an age, home location and preferred
social group, etc. Within an ABM agents execute
a variety of behaviors that govern how they per-
ceive, reason, and act in particular circumstances.
These behaviors define how agents interact with
one another, how they observe and analyze their
surroundings, and how they might alter that envi-
ronment or their internal state by performing
certain actions. Such agent behavior is commonly
defined by a series of condition-action rules (this
is a gross, but necessary, oversimplification — for
a review of agent behavior architectures, readers
are directed to Gilbert and Troitzsch (2005)). In
the case of explanatory ABM this decision calcu-
lus is often inspired by the formalization of
theory, such that algorithms and heuristics are
developed to reflect the mechanisms theory sug-
gests are operating at the individual level. By
exploring the macro-level ramifications of partic-
ular individual-level theoretical constructs and
comparing them to known aggregate characteris-
tics of the real-world system, social scientists can
use ABM to interrogate the validity of social
science theories.

Simulation Environment

Agents within ABM are situated within an envi-
ronment. This environment may take on a wide
variety of forms depending upon the purpose of
the model being built. For instance, a model
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environment may represent some form of abstract
physical or social space, where proximity relates
to the spatial convergence of entities or, alterna-
tively, their ideals, opinions, and connectivity.
Conversely, model environments may also be
developed to closely mirror real environments,
be they individual floor plans, neighborhoods, or
cities. The significant notion here is that agents
are situated in an explicit space, abstract, or
otherwise, thus allowing the concept of localized
interaction to be appropriately modelled. The
level of realism suitable for particular simulation
environments, and moreover ABM in general,
is subject to much debate (Elffers and
Van Baal 2008).

The statement that simulation agents should
be situated in an environment that is as close to
reality as can be managed may sound like
a truism. For example, if one aims to study pat-
terns of burglary by examining simulated burglar
agents who roam some environment, applying
some hypothesized choice mechanism, it may
sound desirable to situate these agents within an
environment that closely mirrors a map of
say Amsterdam, representing all Amsterdam
homes as targets and in turn their associated
characteristics — i.e., value, visibility, and popu-
lation density. However, on second thought, such
environmental realism may not be such a good
idea after all. If, for instance, this simulation does
show the emergence of burglary patterns congru-
ent with empirical study, how does one recognize
whether such results emerge as a result of the
specified choice mechanism of interest or, alter-
natively, the peculiarities of the Amsterdam
housing constellation? If, as is usually the case
in simulation research, and as argued here, one
tries to establish whether the specification of the
agents’ choice mechanism is sufficient to gener-
ate the pattern of interest, this environmental
setup only serves to obfuscate this assessment.
As such, the application of simulation seeks
to establish the sufficiency of the mechanism
irrespective of the specific environment in
which it operates. Thus, regularities should
occur not only in Amsterdam but also in
Brisbane, Cancun, Durban, etc. One, rather
cumbersome, solution to this problem may be to
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devise simulations in all of the above realistic
environments. An alternative is to attempt to
reduce the environment to its bare essence and
have the simulation work in an abstract environ-
ment, specifying the minimally necessary char-
acteristics of the geography in which the agents
operate (Elffers and Van Baal 2008).

In considering model complexity in general,
Gilbert (2004, p. 9) succinctly states that  the art
of modelling is to simplify as much as possible, but
not to oversimplify to the point where the interest-
ing characteristics of the phenomenon are lost.” It
may of course be the case that the actual spatial
configuration is indeed part of the essence of
a simulation study. In studying whether the
Amsterdam canal configuration hampers burglars
in their movements, one may well classify the
Amsterdam geography to be an essential part of
the agents’ decision rules. In such cases, a realistic
background (with respect to those characteristics,
that is) is indeed necessary, as leaving them out
would be a case of Gilbertian oversimplification in
which essential characteristics are lost.

Agent-Based Interactions

Given these two key components, a number
of interactions may be modelled through
ABM. Agent-agent interactions are those where
agents receive information or resources from one
another, develop social links with other agents, or
compete for some entity within the simulation, be
it territory, resources, or status. Agent-environ-
ment interactions are those where agents draw
information or resources from the world in
which they are situated. Environment-agent
interactions characterize those situations where
the environment influences an agent, perhaps by
constraining movement or defining the locations
in which certain activities can and cannot
take place. Environment-environment interac-
tions may also occur, for instance, a resource
within some environment may spread over time
from its initial location to those adjacent. In real-
ity, the types and ways in which elements of
ABMs may interact are almost limitless, and it
is this level expressiveness that allows ABMs to
be used to represent an unprecedented number of
systems, processes, and mechanisms.
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The Temporal Dynamics of ABM

Another important feature of the ABM is its
inherent ability to capture the temporal dynamics
of a system. ABMs simulate the progression of
time via discrete increments, often referred to as
cycles. During each cycle agents within the envi-
ronment perceive, reason, and act based upon
their specified behaviors that in turn draw on an
agent’s local circumstances and individual char-
acteristics. Many thousands of these cycles may
occur as a simulation progresses. Thus, ABM is
performed in an iterative fashion, permitting the
longitudinal examination of time-dependent
phenomena and the formation, interaction, and
separation of system elements over time. Such
temporal dynamics are especially important for
the modelling of phenomena such as tipping
points, where the accumulation of individual
action over time can lead to rapid and significant
diversions in system behavior.

Common Characteristics of ABM

Considering the utility of ABM within the social

sciences, Epstein and Axtell (1996) and Epstein

(1999) succinctly highlight a number of key char-

acteristics that, while not requisite, are often

exhibited by ABM. These characteristics, they
suggest, make ABM ideal tools for the study of
complex social systems and provide a number of
strengths that overcome some of the weaknesses
associated with more traditional attempts to
understand complex dynamic social systems.

A summary of these characteristics follows:

» Autonomy: ABMs are devoid of overarching
top-down control mechanisms. Rather, each
agent within the simulation perceives, rea-
sons, and acts individually. While exchanges
of information between agents may occur
directly or indirectly through the environment,
no centralized controller regulates behavior.

* Heterogeneity: ABMs often simulate large
numbers of entities as agents, which differ
both within and between groups. For example,
agents may operate using different decision-
making strategies: for instance, probabilistic
vs. deterministic reasoning. Agents may also
differ by characteristics, with all agents utiliz-
ing the same decision calculus but drawing on
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modelling

different internal characteristics. This ability
to capture unit heterogeneity is of great
importance, especially when attempting to
investigate real-world phenomena where unit
homogeneity is rare.

Explicit Space: ABMs represent entities
embodied in some abstract or realistic space,
allowing the concept of local interaction to be
well formed.

Local Interactions: Equation-based models
often assume system entities possess complete
knowledge of both the world they inhabit and
the other entities within it. This is often an
unrealistic assumption. ABMs, on the other
hand, predominantly deal with localized
interactions occurring between entities that
are spatially or socially proximate within the
simulation environment.

Bounded Rationality: While agents are often
bestowed with rational decision-making
behaviors, these behaviors can be developed
to draw only from localized, limited informa-
tion. Thus, rationality is limited by the
information available at the time a decision
is made. In addition, agent behaviors can be
designed to utilize limited processing power —
bounded computation — and therefore do not
exhaustively search all possible actions in
order to determine an optimal solution. Such
representations of rationality are much closer
to those employed by human actors in the real
world.

In addition to these inherent strengths in
social systems, the agent-based

methodology also confers a number of distinct
epistemological benefits:

Accessibility: Agent-based approaches are
often very effective at demonstrating complex
concepts to both researchers and a wider audi-
ence. ABM elements are most commonly
specified at the individual level — that is, as
the decision-making strategies of individuals.
Specifying model concepts at this level means
that model assumptions and propositions can
be much more easily understood than models
which require complex mathematical abstrac-
tions (Bonabeau 2002). This dictates that the
ABM audience need not be highly skilled in
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the field of ABM in order to both inform and
interpret ABM. As a result, ABM can often be
interrogated by domain experts who may well
ask more pertinent questions of models than
those whose interests lie predominantly in
their development (Gilbert and Troitzsch
2005).

Aiding Scientific Discourse: ABM’s intuitive
depiction of complex phenomena also dictates
that they can often better scientific debate
concerning the target system they examine.
The process of theory formalization whereby
theoretical constructs are formalized for inclu-
sion within an ABM forces researchers to be
explicit about the mechanisms their theories
propose. This process can often highlight
logical inconsistencies which are not readily
apparent when theories are represented by
traditional verbal or written models. Further-
more, the results of ABM can lead to the
development of new questions and the gener-
ation of novel hypotheses, some of which may
have seemed counterintuitive prior to the
observation of ABM.

Simulation Experimentation: ABMs allow for
experiments to be performed that would oth-
erwise be impossible due to monetary, ethical,
or logistical constraints (Gilbert and Troitzsch
2005). Furthermore, simulation experiments
can be performed en masse easily and quickly.
Once a model is built, minor adjustments are
simple to perform (Gilbert and Troitzsch
2005). In essence, the number of experiments
that can be performed is only limited by the
computing power and the time available to
researchers.

Absolute Control: ABM offers a novel ana-
logue to controlled experiments for examining
social phenomena. Researchers can manipu-
late any number of influencing factors other-
wise outside their control in traditional
experimentation, thus allowing the explora-
tion of dose-response relationships in endless
configurations.

Absolute Observation: ABMs provide synthe-
sis of real-world systems in which perfect
observation and measurement can occur.
Many social science problems deal with
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phenomena for which real-world data cannot
be obtained. By contrast, in simulation data
sets can be collected to describe every action
undertaken by members of a virtual popula-
tion and furthermore the internal calculus
employed by each member in undertaking
such actions.

e In Situ and In Silico Experimentation: ABM
may also identify potential new lines of
empirical enquiry. In turn, this external exper-
imentation may lead to the development of
better ABM through parameterization and/or
validation. This iterative interaction of in situ
and in silico experimentation can offer
substantial advances in the way phenomena
are investigated.

Agent-Based Modelling of Social Systems and
the Generative Explanation
Drawing heavily on the inspiring work of
Thomas Schelling, recent advances in the appli-
cation of ABM within the social sciences have
seen authors propose that ABM permits a new
“third way of doing science” alternate to tradi-
tional forms of inductive and deductive reasoning
(Axelrod 2005). This approach sees the agent-
based computational model or artificial society,
as it has become known (Epstein and Axtell
1996), as a new scientific instrument that permits
a unique experimental method through which
social macrostructures of interest can be “com-
puted” (Epstein 1999, 2006; Hedstrom 2005). As
a branch of analytical sociology, this approach
focuses on mechanisms as explanations, and in
doing so its advocates suggest that artificial soci-
eties allow researchers to systematically establish
which microlevel mechanisms can and cannot be
viable explanations for observed macroscopic
phenomena: “Agent-based models provide com-
putational demonstrations that a given micro
specification is in fact sufficient to generate a
macrostructure of interest” (Epstein 1999, p. 42).
This approach views society itself as a form of
distributed computational device through which
macrostructures are computed from micro-
action. The generativist proposes that complex
social science phenomena can be understood
through the synthesis of their emergence from
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lower-order action and interaction. The central
premise of generative social science is as follows:
“If you didn’t grow it, you didn’t explain its
emergence” (Epstein 2006, p. 6). Consequently,
the generativist approaches observed macro-
phenomena by attempting to identify what
combination of micro-conditions is capable of
generating them. Or more specifically, “How
could the decentralised local interactions of
heterogeneous autonomous agents generate the
given regularity?” (Epstein 2000, p. 5).

In attempting to answer this question, the
ABM is employed. In addressing the above ques-
tion, the following course of action is proposed:
“Situate an initial population of autonomous het-
erogeneous agents in a relevant spatial environ-
ment; allow them to interact according to simple
rules and thereby generate — or “grow” — the
macroscopic regularity from the bottom up”
(Epstein 1999, p. 42). Following this approach it
is suggested that theory describing observed social
science phenomena can be tested by building
ABMs of the proposed microlevel mechanisms of
a system and testing if these mechanism are suffi-
cient to produce observed macroscopic regularities
of the target. Such macroscopic regularities
describe those salient macro-level patterns that
are consistently observed in the empirical study
of the target system. Examples of such regularities
might include right skewed wealth distributions,
price equilibria, segregation patterns, or in the
case of criminology the spatial clustering of crime.

Whereas traditional statistical or equation-
based explanations operate in a fop-down manner,
with the identification of associations between
aggregate observations used to make inferences
about underlying mechanisms, generative social
science operates from the bottom-up, identifying
generative explanations as those hypothesized
microlevel mechanisms that produce macro-level
output patterns consistent with observed regulari-
ties of the target (Epstein 1999). Applying ABM as
its principal scientific instrument, generative social
science assesses the generative sufficiency of
theory. Generatively sufficient mechanisms are
those that when employed by an agent population
are sufficient to generate macro-level patterns
congruent with the target. The more regularities
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a mechanism is capable of generating, the greater
the confidence one can have in its validity.
Importantly, if a mechanism cannot produce such
regularities, confidence in its validity is reduced,
and it may be eliminated as a potential explanation
of the target phenomena. Thus, the use of ABM
provides a method through which theory can be
falsified, a principal requirement of any scientific
proposition.

An important observation regarding this
form of investigation is that while generative
sufficiency is a prerequisite of causal explana-
tion, the converse is not necessarily the case.
While mechanisms may be deemed sufficient to
bring about the observed effect, they are not
necessarily necessary. Thus, while ABMs may
identify hypotheses that are generatively suffi-
cient, they cannot be used to infer causal expla-
nation (Epstein 1999; Hedstrom 2005). This is
obviously the case. It is highly probable that
a number of different microlevel mechanisms
may produce output phenomena consistent with
that observed of the target. This however is
no different from the scientific discipline as
a whole — there is no finite limit of the number
of potential explanations one can conjure up for
a given phenomena. Generative social science
aims to use ABM to identify which of those
potential explanations are viable candidates. It
is only through further empirical experimentation
that the most tenable sufficient mechanisms can
be identified (Epstein 1999; Hedstrém 2005).

The initial task of the generativist, then, is to
eliminate those theories that are generatively
insufficient, leaving only generatively sufficient
candidate explanations. This ability to identify
insufficient hypothetical constructs is where the
strength of the generative approach lies. Having
identified a number of candidate explanations,
each should be examined in further detail, consid-
ering its plausibility and identifying other potential
metrics that may be used to test for the presence of
the mechanisms purported using empirical experi-
mentation. As such, the development of generative
models guides further empirical observation of
the target phenomena, which in turn may identify
further potential explanations that can subse-
quently be assessed for generative sufficiency
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(Epstein 1999). While this process is unlikely to
produce a single viable explanation of a phenome-
non, it has eliminated those that are insufficient and
implausible or have been falsified through empiri-
cal observation, in effect prioritizing theory in
terms of its plausibility.

In application, generative social science has
demonstrated its utility in exploring a number of
social science phenomena. Epstein (2006) pro-
vides a review of a number of these endeavors,
which include exploring the dynamics of civil
violence, potential strategies for controlling epi-
demics, and the impacts of cultural change within
indigenous communities. Note that the choice to
treat generative simulation is indeed a choice.
Other uses of simulation methodology are avail-
able, but are not discussed here.

Linking Microcrime Theory and
Macrocrime Patterns: Generative Agent-
Based Models of the Crime Event

Having outlined the ABM approach and its
potential application in exploring generative
explanations of observed phenomena, the follow-
ing sections now discuss how the ABM can be
used to explore propositions derived from crimi-
nological theory. As previously discussed this is
certainly not the first time the ABM methodology
has been suggested or undertaken within crimi-
nology. Here, however, this entry draws heavily
on Epstein’s principle of generative social
science advocating the application of ABM in
systematically exploring the robustness of crimi-
nological theory.

To undertake the generative approach in
examining the interactions of crime, two distinct
constructs are required: (1) micro-specifications
of the crime event and (2) empirically derived
macroscopic regularities of crime against which
the explanatory sufficiency of such micro-
specifications can be assessed. Luckily within
criminology both abound.

Micro-specifications of the Crime Event
For a theory to be explored in the ways proposed
here, there is a sole requirement. Theories must
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provide individual-level mechanisms describing
how they propose observed outcomes come
about. As such, researchers are forced to specify
mechanisms not correlates. A number of crimi-
nological theories provide such individual-level
depictions of the crime event. This section does
not attempt to sketch these well-known theories
in detail, but instead aims to highlight a few that
might be explored through simulation, hinting
which agents and rules would be pertinent in
such research:

1. Routine activity approach and pattern theories
of crime outline how the characteristics and
interactions of individual-level activities
dictate the spatial and temporal distribution
of offending and victimization. Agents may
be the potential offenders, potential victims,
and potential guardians, moving around in
a geographical space. Decision rules specify
how the various agents react on each other’s
presence.

2. The rational choice perspective offers
a tangible offender decision calculus that
relies on boundedly rational assessments of
the perceived risks, rewards, and -efforts
encountered in potential pre-crime situations.
Agents are individual would-be offenders,
reacting on various opportunities that may
have rewards and efforts needed to victimize
targets and associated risks, partly in terms of
social (dis)approval) by other agents that form
a social network, having certain relations
among each other.

3. Social learning theory provides hypotheses
concerning mechanisms of offender reinforce-
ment. Here, agents may be potential offenders
who repeatedly get the opportunity to
misbehave, and their decision calculus is tak-
ing stock of previous decisions to offend and
their success or failure.

4. Network theory of peer association.
Agents may be individuals, having certain
peer relations among each other. Decision
rules to engage in crime as well as decisions
to (dis)continue being a member of a peer
network are specified in terms of number of
peer agents that commit simulated crimes
themselves.
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5. Social disorganization theory proposes
communications of risk and crime control
among peer (neighborhood) groups. Agents
will be individuals in a social environments,
modelled by social connection and disconnec-
tion between various agents. Agents may
engage in crime and may exercise crime con-
trol against other agents; decision rules will be
in terms of risk communication between
agents and the likelihood that agents will
engage in crime control against others.

All of these examples provide theoretical
depictions of autonomous, heterogeneous actors
whose interactions are well suited for formaliza-
tion in computational agent-based models. While
deriving formalized mechanisms will likely be
more difficult for some theories than others,
undertaking such formalization is of obvious util-
ity. That is to say, formalized depictions of theo-
retical constructs are desirable irrespective of
modelling, computational, or otherwise.

Assuming then that agents and their associated
behaviors can be specified to reflect these theories,
the plausibility of proposed mechanisms can then
be evaluated by assessing their ability to generate
known macro-patterns of crime — several of which
are now discussed.

Macrostructures of Crime
Empirical research in the field of criminology has
highlighted a number of macroscopic regularities
of crime consistently observed across a wide
range of crime types, contexts, localities, and
measurement instruments (Birks et al. 2012).
These regularities are the emerged trace effects
of whatever mechanisms are indeed operating at
the microlevel and thus are those that many
individual-level theories of crime attempt to
explain. To illustrate, five regularities are briefly
summarized. While by no means exhaustive, this
list alone demonstrates well that individual crime
variability can give rise to macro-level crime
pattern predictability. Again, this section refrains
from paying detailed and due attention to the
literature, instead just hinting at what is out there:
1. Spatial and Temporal Clustering — Research
consistently shows that the spatial patterning of
crime conforms to a Pareto law of concentration,
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with the majority of crime concentrating in
a minority of geographic areas often referred to
as crime hot spots or hot places. Similarly, crime
is not uniformly distributed over time. Very few
locations experience constant levels of victimi-
zation. Instead, crime hot-times where the level
of victimization is disproportionate relative to
other times are often observed, be they by hour
of the day, day of the week, or month of the year.

2. Repeat and Near-Repeat Victimization —
Crime not only concentrates spatially and tem-
porally but also with respect to a small number
of persons/places/targets. These individuals
commonly referred to as “repeat victims” expe-
rience disproportionate levels of victimization.
Recent research has also consistently demon-
strated spatiotemporally clustered near-repeat
victimization, i.e., victimization of other targets
close by earlier victimized targets.

3. Repeat Offending — While research has dem-
onstrated that victimization concentrates in
specific locations, at specific times, and
against specific targets, research also consis-
tently shows that the incidence of offending is
also disproportionally distributed among
offenders. As such, a small proportion of
offenders are commonly responsible for
a large proportion of offending.

4. Journeys to Crime — Numerous studies exam-
ining the spatial characteristics of crime trips
have demonstrated the presence of a distance
decay function where the majority of crime
trips lie within a short distance of offenders’
homes. Such observations have been made
across a range of different crime types includ-
ing residential burglary, robbery, and rape.

5. The Age-Crime Curve — Research consistently
shows that younger offenders are more likely to
commit crime than their older counterparts. The
oft-cited age-crime curve follows a steady decay
after initially ramping up through adolescence
and peaking in the late teens/early twenties.

Computational Experiments

Given proposed theories of the crime event and
the observed macro-regularities of crime, the
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generative ABM is ideally placed to explore if
the former is indeed, as theorists would suggest,
capable of generating the latter. If propositions
provided by theory do reflect proximal mecha-
nisms that are significant in the commission of
crime, one would expect a virtual population of
offenders operating according to them to generate
patterns of crime which exhibit similar character-
istics to those observed in empirical research.

In testing these hypotheses simulation
experiments are performed whereby the mecha-
nisms under which virtual populations operate are
systematically manipulated. Subsequently, simu-
lated crime patterns produced by virtual offenders
are compared to suitable macroscopic regularities
of crime. From this analysis conclusions are drawn
about the generative sufficiency of the mechanisms
formalized and moreover the validity of the theo-
ries from which they are derived.

Adapting from Schlesinger (1980), Fig. 1
depicts conceptually how such efforts can be
undertaken. First, a theoretical model is selected
for study and formalized as a conceptual model,
through which key propositions of theory are
defined. Model qualification then assesses
through observation if this conceptual model is
an adequate representation of the original, and
often “fuzzy,” theoretical model, posing the ques-
tion: do these conceptual formalizations and the
proposed interactions amongst them adequately
capture the theoretical propositions they aim to
explore? Where discrepancy or ambiguity exist,
conceptual formalizations are refined to reflect
more accurately the theoretical constructs of
interest. Once qualified, a computational model
representing the conceptual model is created,
such computational models commonly define
agents within the model, their characteristics,
behaviors, and the environment in which they
are situated. Model verification then assesses
whether these computational constructs suffi-
ciently represent the conceptual model from
which they are derived. Verification often takes
place by examining the output of specific algo-
rithms in relation to particular scenarios. While
the emergent properties of simulation are often
beyond the scope of model verification (as they
are often unexpected), model verification allows
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computational constructs to be examined individ-
ually with respect to the results expected by the-
ory. Given a sufficient number of test cases where
model outputs are consistent with the results
expected by both theoretical and conceptual
models, the computational model may be consid-
ered appropriately verified. After both conceptual
and computational models have been assessed,
model outcome validation assesses the suffi-
ciency of theoretically defied computational con-
structs in capturing the output behavior of the
target system as a whole. This is done by com-
paring characteristics of both simulated data and
empirical data. In undertaking such endeavors,
systematic controlled simulation experimenta-
tion is not just sufficient, but necessary. The fol-
lowing section outlines several characteristics
critical in the design of implementation of such
simulation experiments:

e Address Theoretical Research Question — Just
like traditional experimentation, simulation
experiments must be designed to address
a specific theoretical research question.
While simulation can be a useful tool, it can
also be unwieldy when no clear goals of
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Fig. 1 Generative ABM development, validation, and

experimentation are specified. While perhaps
obvious, this requirement is of considerable
importance.

o Systematic Control of Experimental Condi-

tions — Further mirroring traditional experi-
mentation, in silico experiments should
follow strict design principles. Appropriate
counterfactual simulation states can and
should be developed through which the impact
of particular model manipulations can be sys-
tematically assessed. To illustrate, when
exploring the impact of proposed offender
behaviors, equivalent agent behaviors should
be developed to reflect both the absence
(a behavioral control condition) and presence
(a behavioral experimental condition) of
a proposed mechanism (see Birks et al.
2012). Subsequently simulations should be
run with agents operating under both experi-
mental and control conditions, and resulting
outputs analyzed.

» Simulation Replication — While the results of

a single simulation may be interesting, the
stochastic nature of ABM dictates that exper-
iments must be reproducible in order for
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them to be deemed valid (Axelrod 1997,
Townsley and Birks 2008; Townsley and
Johnson 2008). Simulation replication, just
like its empirical counterpart, aims to high-
light implementation-specific factors which
may influence observed results. Indeed, simu-
lation models may be more susceptible to
these factors due to their relative complexity
and the skill set required in examining them
(Axelrod 2005). As a result, without system-
atic and rigorous methods for scrutinizing
simulation, factors unbeknownst to onlookers,
or even the investigator, may influence simu-
lation outcomes and, hence, the inferences
being drawn from them. Within-model repli-
cation commonly averages the results of spe-
cific simulation configurations over numerous
“runs.” Such replications provide an important
method through which the range and consis-
tency of possible simulation outputs can be
explored, assessing simulation statistical
conclusion validity (Townsley and Johnson
2008). Thankfully, the nature of development
environments used in simulation development
dictates that within-model replication is rela-
tively easy to perform, requiring little invest-
ment other than time and computing power.
The main effort, however, is making sense of
the multiplicity of generated results.

* Robustness Testing — Researchers commonly

select model parameters that dictate the initial
conditions of a given simulation. Such param-
eters might describe the size of the simulation
environment, agent populations, or specific
thresholds at which agents undertake certain
actions. Such parameters may be derived from
empirical research or, where appropriate,
common sense estimations. Importantly, this
mapping between input parameters and output
behavior should be scrutinized (Axelrod 1997,
Gilbert and Troitzsch 2005). Model robust-
ness tests seek to examine the influence that
changes in model parameters have on outcome
patterns, thus ensuring that observed results
are not unique to specific parameters. Akin to
sensitivity analysis performed in a number of
statistical models, simulation robustness tests
involve systematically manipulating model
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parameters (ideally reflecting both model ini-
tial conditions and behavioral parameters
(Fung and Vemuri 2003)), rerunning simula-
tions, and examining changes in model out-
comes. While it is unlikely that model outputs
from such robustness tests will not differ
somewhat, when variations in outcomes are
observed, the evaluation of robustness testing
assesses distributional equivalence. That is, do
the same types of macro-patterns remain given
changes in initial parameters?. Such tests
ensure that model plausibility does not break
down when seemingly innocuous changes in
model parameters are performed (Fung and
Vemuri 2003). When this does occur, under-
lying model structures should be scrutinized
(returning to the processes of qualification and
verification), ensuring that observed results
are indeed indicative of unforeseen but plau-
sible interactions, rather than an indication of
underlying errors in the model formalization.
While it is often impractical to sweep an entire
range of possible input parameters, it is rea-
sonable to explore a number of key model
parameters within the computational con-
straints of a proposed study. In addition,
models that incorporate stochastic elements
should also be subjected to robustness testing
with respect to selected random number seeds
(Axelrod 1997).

o Levels of In Situ/In Silico Equivalence — In

comparing empirical and simulated data, it is
obvious that various levels of equivalence can
be observed. Axtell and Epstein (1994) pro-
pose multiple cumulative levels of in situ and
in silico system equivalence, beginning at
qualitative macro equivalence (that is, where
simulated outcomes offer a macro-level cari-
cature of the system of interest) to both micro
and macro quantitative equivalence — where
both individual- and aggregate-level regulari-
ties can be shown to be statistically similar
to empirically observed regularities. With
respect to the study of crime, it is suggested
that any model providing some level of in situ/
in silico equivalence should warrant interest
from scholars. Importantly, in this regard
such demands for quantitative replication of
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“real world results” are dependent on the often
not warranted hypothesis that there is a clear
and concise picture of the totality of real-world
data. For example, while “distance decay” is
a generally recognized characteristic in the
journey-to-crime literature, there is not even
a beginning of a commonly supported body of
knowledge about the exact, let alone parameter-
ized, form of the distance decay curve’s func-
tional form. Thus, while abstract models may
well not provide quantitative equivalence, they
do permit estimations of generative sufficiency
and in doing so offer insight into the likely
underlying dynamics of those processes which
are difficult to characterize.

e Multiple Output Measures — A basic premise
of the scientific enterprise is to identify parsi-
monious depictions of a system which are
compatible with the widest variety of observ-
able phenomena. Thus, when assessing in situ/
in silico equivalence, the use of multiple dis-
tinct outcome measures is desirable. In this
sense, while a proposed mechanism may gen-
erate highly plausible patterns of one macro-
scopic regularity, it is important to examine
other related regularities. For instance, if
a model of target selection produces spatially
concentrated crime similar to that observed in
empirical research but analysis of repeat
offending highlights that only a single
offender is responsible for all victimization
throughout a virtual society, confidence in
the validity of such a mechanism should be
reduced. Here, it is reasonable to assume that
some proposed mechanisms may only have
explanatory capacity with respect to one reg-
ularity. However, the most tenable (and most
useful) are likely those which are sufficient to
explain multiple regularities of the target
system.

Conclusion

This entry has discussed how computational
agent-based models can be used to gain insight
into the potential ramifications of individual-
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level crime event mechanisms proposed by the-
ory and, in particular, assess their plausibility in
explaining patterns of crime that are commonly
observed in empirical studies. Given the numer-
ous constraints placed upon observation and
experimentation which face those who aim to
study the crime event, the computational agent-
based modelling approach provides criminology
scholars with a unique and significant method
that is complimentary to existing theoretical and
empirical efforts. Contrasting itself against the
commonly applied statistical explanation where
associations are commonly observed, quantified,
and mechanisms through which they might come
about inferred, ABM provides a bottom-up
approach to understanding crime patterns where
the ability of hypothesized mechanisms to gener-
ate known associations is assessed through sim-
ulation experimentation.

This approach allows researchers to explore
complex, dynamic, spatially situated interactions
between boundedly rational, heterogeneous
actors without the need to suppress important
complexity and, in doing so, provides an ana-
logue to the petri dish for criminology scholars.
By undertaking controlled simulation experimen-
tation using ABM, the underlying dynamics of
proposed mechanisms can be examined and the
viability of theories from which they are derived
better explored, in ways that are often beyond the
scope of traditional empirical activity alone.
The purpose of the generative agent-based
model is not to mimic reality, but instead to
provide a tool through which the content, extent,
and ramifications of criminological theories can
be systematically explored. Not predicting, but
understanding, complex behavior is the ultimate
goal of generative simulation research.

Yet, while there are many advantages to
a generative study of crime events, there are also
clearly many considerations that must be under-
taken in order that the utility of simulation be
capitalized upon. In summary, simulation experi-
ments must be systematic, rigorous, have clear
goals, and be subject to replication and robustness
testing.

While one cannot overstate the importance of
theoretical and empirical efforts, the computational



Agent-Based Assessments of Criminological Theory

agent-based model and the generative approach it
affords may well provide a complimentary method
through which the consistency and plausibility of
theory can be assessed without need for significant
ethical, logistical, and monetary investment.
Identifying those mechanisms that offer viable
generative explanations for observed crime
patterns both increases our ability to select those
theories whose propositions are most likely to
reflect real-world mechanisms and diminishes the
likelihood of pursuing mechanisms that lack
explanatory capacity.

Furthermore, the principle requirement of
the generative approach — an adequate micro-
specification of the crime event from which to
derive computational constructs — is of consider-
able use in highlighting those theories that
lack adequate specification of the mechanisms
through which they propose observed outcomes
come about. Without revision, such theories are
likely of little use in developing either simulation
or, more importantly, crime prevention interven-
tion. Looking forward, it is hoped that an adapta-
tion of the crime script methodology (Cornish
1994) will bear fruit in this regard, given the
obvious parallels between both approaches.

While assessing the generative sufficiency of
theory is but one potential application of simula-
tion, it is one that we believe (1) is of consider-
able utility and (2) can be realized.
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Synonyms

Individual-based simulation modeling

Overview

Many questions in criminology focus on dynamic
processes and individual decision-making. For
example, crime events represent the end result of

a multitude of decisions made by a variety of
different people in the context of specific situa-
tions. Potential offenders, potential victims, police,
and other informal guardians of places make
choices that bring them together at the same place
and time. However, data describing any of those
individual decisions prior to, during, and after the
crime event are only rarely available and never
complete. Once at a place, potential victims may
take actions that make them a more suitable target.
Potential offenders observe these actions and
reevaluate the likelihood of getting away with
a crime. At the same time, likely offenders also
notice the actions of potential guardians and make
adjustments. Even if data were collected to
document the actions of individuals, the dynamic
and nonlinear nature of human interaction and
decision-making makes them difficult to study
using traditional statistical techniques.
Agent-based modeling is a type of computer
simulation modeling that allows the study of
dynamic processes and the outcomes that emerge
from individual decisions. An artificial world, akin
to a scientific version of a video game, is created.
This model is a simplified version of “real life” that
contains only the most important aspects of the
behavior being simulated. The computer program
is initiated and the agents (i.e., representations of
individuals) in the model interact. The patterns of
outcomes produced by those interactions, for
example, a distribution of crime events, is then
compared with the pattern theory would predict
or empirical data indicates. Since, we would expect
that crime would concentrate across space, So geo-
graphic patterns of crime from a model should
evidence this characteristic. Agent-based models
(ABMs) allow group-level outcomes to emerge
from individual decision-making. They enable
researchers to conduct “what if” experiments
because the outcome under alternative scenarios
is known (i.e., both the control condition and the
treatment condition can be simulated). The
bottom-up approach, rather than the top-down of
traditional statistical models, combined with the
ability to systematically change the rules governing
individual decision-making, creates a powerful
modeling environment for exploring and strength-
ening theory as well as uncovering new insights.
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Fundamentals of Agent-Based Modeling

Some Background and Basic Definitions
Computer simulation is a broad area of study.
Flight simulators are a familiar example of
a computer simulation that allows the user to prac-
tice flying an airplane. Agent-based modeling is
one type of simulation modeling within the general
category of computer simulation modeling “that
enables a researcher to create, analyze, and exper-
iment with models composed of agents that interact
within an environment” (Abdou et al. 2012,
p. 141). Models are simplified versions of the real
world and have long been used to understand both
structure and process. Simulation models are sim-
ply models that are programmed to run inside
a computer and as such they share many character-
istics with computer games but their purpose is
scientific rather than recreational. An agent-based
model (ABM), then, is a simplified representation
of a real-world process that is implemented in the
form of a computer program. ABMs employ
a bottom-up approach in which agents are imbued
with unique characteristics and general behavioral
rules (Epstein and Axtell 1996; Gilbert and
Troitzsch 2005). The agents in an ABM are typi-
cally individuals but can also represent collective
entities such as neighborhoods or schools as well as
companies or organizations. The fact that the
agents are autonomous and make decisions based
on the changing circumstances that occur during
the running of the model is what makes ABMs
unique. Because the decisions of individual agents
are at the heart of ABMs, they are said to take
a bottom-up approach to modeling processes. The
individual decisions made by agents are what gen-
erate the outcome. This characteristic is what
makes ABMs so valuable for modeling social pro-
cesses as outcomes of individual decisions. It is
also what has led some to call it a generative social
science (Epstein and Axtell 1996). A core
characteristic of agent-based models (shared by
cellular automata) is the capacity to produce unex-
pected results. The term emergence is used to
describe outcomes from a model that were not
anticipated.

Simulation models, in general, have a variety
of uses (Gilbert and Troitzsch 2005). They can be

used to improve our understanding of processes
that are hard to measure directly. Offender deci-
sion-making is an example of one potentially
fruitful area of inquiry because we can look
inside the criminal decision-making process and
examine the relative importance of each piece of
information considered. Another use of ABMs is
for prediction. If a model is built that can faith-
fully reproduce a dynamic process, then it can be
used to predict an outcome based on different
inputs or different behavioral rules. One example
of prediction using ABMs are the models used to
predict changes in demographic structure based
on decisions related to decisions regarding age of
first childbirth, family size, and other related
factors. Not all ABMs are suitable for prediction;
specifically in the case of micro-level ABMs that
test nonlinear theories, prediction is not an appro-
priate standard because they are inherently
unpredictable (Gilbert and Troitzsch 2005).
ABMs are of particular interest to scientists
because of their utility for discovery and formal-
ization. A simple model can be created that
embodies a theory about how a process works.
The simulation can be run in the computer and
the outcomes tested to discover whether the
predicted outcomes occur. In order to create
such a model, the scientist must formalize critical
aspects of the theory in order to program it. The
process of formalization is important because it
forces scientists to increase their precision as
compared to verbal or statistical realizations
of a theory. In this tradition, simulation allows
for the exploration and elaboration of theory
(Dowling 1999). Some have proposed that
ABM can be used to investigate theoretical
mechanisms and provide a way to eliminate
potential explanations that cannot be grown
from individual behavior (Eck and Liu 2008a;
Epstein and Axtell 1996).

Components of an ABM

An ABM has two main components, the agents
and the environment in which the agents interact.
While there is no standard definition, an agent can
be thought of as an “autonomous goal-directed
software entity” (O’Sullivan and Haklay 2000,
p. 1410). Agents have characteristics and



34 Agent-Based Modeling for Understanding Patterns of Crime

behaviors which are modeled after their real
counterparts. The environment in which they
interact also can have characteristics and rules.

Agents and Their Characteristics

Agents can represent people such as potential
offenders or police officers. Even groups of
people with a collective identity such as neigh-
borhoods, gangs, businesses, or city departments
can be agents.

Agents share several general characteristics,
only a few of which are highlighted here (Crooks
and Heppenstall 2012). First, they are autonomous;
they make decisions for themselves. Second,
agents are heterogeneous. They have a set of char-
acteristics that are unique to them. For example, an
agent representing a police officer can have a race,
a gender, an age, a number of years on the job, and
any other characteristic pertinent to the goal of the
model. More importantly, each police officer agent
can have their own values for each of those char-
acteristics. This means the modeler can have an
agent’s characteristics factor into her own deci-
sions as well as the decisions made by other agents.

Third, agents are proactive and have goals
that guide their actions. They are interacting and
changing over time. They can interact with other
agents and perceive and react to their environment.
In the case of individuals, the actions they under-
take often require movement. For example,
a police officer agent may begin patrolling using
a random pattern within her assigned beat. She is
constantly scanning her immediate environment
with the goal of identifying crime events and stop-
ping them. A potential offender may proceed
through a number of routine activities. During the
course of those activities he may notice the quality
of opportunities to commit a crime he encounters.
Whether or not he takes advantage of those
opportunities may depend on whether it will
make him late for his legitimate job, whether
a police officer is at the same place and his
perceived chance of success as compared to poten-
tial reward. But organizations, such as businesses,
can also be dynamic and take purposive action. For
example, they can choose to reinvest in the com-
munity in reaction to public pressure or continue to
prioritize maximizing profits.

Each type of agent in a model is given a set of
rules that guide their behavior and interactions
with other agents and their environment (Crooks
and Heppenstall 2012). For example, an offender
agent would have a different rule set than a police
officer.

Agents are typically created within an object-
oriented programming environment (Abdou et al.
2012). Such programs contain collections of clas-
ses and objects. Classes describe groups of agents
that share the types of actions they can undertake.
For example, citizens would be in a different class
from police officers since only police officers can
make arrests. Each class has a set of shared
attributes and methods. Attributes are the charac-
teristics of the agents. For example, attributes of
age, offending propensity, and income are possible
if the agents represent people. Characteristics are
unique to each agent. Methods are the actions
members of a class can undertake (e.g., movement,
making an arrest, committing a crime). During the
model run, classes are instantiated in the form of
objects representing individual agents with unique
characteristics. For example, the first agent might
be 24 years old, have an offending propensity of
49, and an income of $129 per week. The next
agent might be 62 years old, have an offending
propensity of .05, and income of $1,129 per
week. Both agents have the ability to move and to
commit crime because these methods belong to
each agent in that class.

Environments in ABM

All agents exist in an environment and this is what
allows them to interact with each other and with
their surroundings (Crooks and Heppenstall 2012;
Gilbert and Troitzsch 2005). However, there are
several types of environments that can be used, and
the type of environment chosen is dependent on the
phenomena being modeled (Gilbert and Troitzsch
2005). In some models, there is no need for move-
ment. For example, deterrence theory has been
tested by modeling an agent’s likelihood of engag-
ing in income tax fraud based on their own and
their neighbor’s experience with being audited and
the perceived rewards of cheating (van Baal 2004).
Environments can also provide a spatial context for
agents to interact.
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Spatial context can be derived from the posi-
tion in geometric space or geographic space.
Geometric spaces can be represented as grids
(similar to the squares on a checkerboard) or
networks. Each agent is located within the geo-
metric space. Some models have agents on a grid
that can move from one adjacent grid cell to
another. Other models have agents connected to
one another via a social network (with the agents
as nodes and the connections as lines). Networks
in models can represent connections that are
physical (e.g., a transportation network) or rela-
tional (e.g., friendships or trading relationships).

Models that use geographic space are enhanced
by situating agents in “real” environments. These
“real” environments can be raster surfaces describ-
ing land use or the street network from a city. Such
simulations use data created by a geographic infor-
mation system as the environment in the simulation
model but do not actively use the topological prop-
erties of the data during the model run.

There are also software packages that inte-
grate GIS and ABM to provide a platform for
the dynamic modeling of individuals across
space and time. One example is Agent Analyst,
which follows the middleware approach in which
the temporal relationships are handled by the
ABM software and the topological relationships
are managed by the GIS (Brown et al. 2005).
Agent Analyst combines two of the most popular
packages for ABM and GIS, the Recursive Porous
Agent Simulation Toolkit (Repast) and ArcGIS. To
make the software easier to use, Agent Analyst is
built using the rapid development version of
Repast called Repast for Python Scripting
(RepastPy) which has a graphical user interface
that automates much of the programming to create
the framework of a model (see Johnston, 2012 for
an introduction to Agent Analyst). Agent Analyst
is designed to be added into ArcGIS as a toolbox.
Once the toolbox is added in ArcGIS, models can
access shapefiles allowing (1) individual agents
to become spatially aware and (2) the visualization
of agent movement and decision outcomes (e.g.,
patterns of crime events).

The integration of ABM and GIS leverages the
temporal capabilities of ABMs and the spatial
capabilities of GIS. ABMs permit the researcher

to (1) collect data about the characteristics of
each individual present during an interaction,
(2) randomly assign characteristics to agents
greatly reducing the possibility of systematic bias,
(3) have agents make independent decisions within
behavioral guidelines, and (4) systematically vary
one attribute while holding all others constant to
undertake controlled, repeatable experiments
(Epstein and Axtell 1996). GIS makes it possible
to take into account how the characteristics of the
real environment (e.g., transportation networks and
land use) impact the activities of spatially aware
agents.

ABM as Methodology

ABM is a research methodology in its own right
(Axelrod 2007). Some have suggested it is a third
type of scientific inquiry (Axelrod 2007) in addi-
tion to deduction and induction. Like deduction, the
beginning point is a set of theoretically based
assumptions, but instead of proving theorems,
ABM produces data which is analyzed inductively.
But these data have not been measured empirically
(in the real world); they have been generated from
agent interactions in a virtual world. It lends itself to
conducting thought experiments, but in a virtual
world.

Other scholars have labeled ABM a third sym-
bol system in addition to natural language and
mathematics (Ostrom 1988). ABM is capable of
incorporating both natural language descriptions of
behavior and relationships as mathematical ones
but is not limited to one or the other. ABM allows
the researcher to examine “bottom-up” processes
that involve the interactions of heterogeneous indi-
viduals with each other and with their environment.
Thus, ABM can be used to systematically examine
complex and dynamic relationships at the individ-
ual level.

The guiding principle of ABM is “simpler is
better.” Modelers want to build a model that is as
simple as possible while maintaining the most
important aspects of the target phenomena. This
is primarily because complex virtual behavior
often develops from relatively simple rule sets.
In order to recognize when surprising
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(i.e., emergent) phenomena occur and to be able to
explain what is happening in the model, the mod-
eler must be clear about every aspect of the model
(Axelrod 2007). It is easier to be clear when the
model is simple.

This section focuses on ABM as a methodol-
ogy and details the process of conducting such
investigations. In other words, it provides the
series of steps that are followed to construct an
ABM. Although presented in a sequence here,
these steps are often iterative with the results of
one step causing a reevaluation of an earlier step.

Building an ABM

The initial task is to identify a problem that needs
solved, a theory that needs tested, or a question
that needs answered (Abdou et al. 2012; Gilbert
and Troitzsch 2005). For example, a researcher
might want to test a theory of how gangs form.
ABMs are also frequently constructed to investi-
gate regularities in patterns of behavior observed
at societal or macro levels (Abdou et al. 2012;
Gilbert and Troitzsch 2005). One example
involves the clustering evident in the spatial dis-
tributions of crime events. Several authors have
used the ability of their models to replicate clus-
tering as a by-product of the individual decisions
of agents (Birks et al. 2012; Groff 2008).

The next task is to examine existing theories
which are important to explaining the phenomena
of interest. When building an ABM, it is necessary
to systematically examine the specific components
of theory that may be relevant and to attempt to
define them as explicitly as possible based on
existing research (Birks et al. 2008, 2012; Groff
2008). While models vary in how faithfully they
represent reality, they typically operate on the prin-
ciple that “simpler is better”’; thus a primary goal of
modelers is to try to assemble the most parsimoni-
ous model to answer a question. The degree to
which the theory is represented in the model repre-
sents the structural validity of the model (An et al.
2005). Simulation models, in particular, start with
simple models and then systematically add com-
plexity to ensure that the dynamics are well under-
stood before continuing (Gilbert and Troitzsch
2005). These two tasks provide the basis for the
more programming-oriented ABM building steps.

At this point, the modeler is ready to create
a conceptual model. This is usually a visual dia-
gram that captures both the essential constructs and
how they are related to one another. The types of
agents to be included in the model are specified, as
well as the environment. A model exploring rou-
tine activity theory would, at a minimum, need to
have potential offender agents, target agents, and
guardian agents (Groff 2007). One examining
crime pattern theory would need to include activity
spaces of offenders (Brantingham and Brantingham
2004).

Once a model has been specified, it is
programmed. The constructs of the theory are
formalized at this point so they can be coded in
the computer program. In some cases, the con-
structs are formalized as clearly stated verbal
guidelines that underlie the behavior of agents,
their interactions with other agents, and their
interaction with the environment. For example,
a potential offender will not commit a crime if
a police officer agent is present. In other cases,
the definition of these constructs takes the form of
mathematical equations for evaluation of specific
situations an agent encounters during the course
of a simulation. Where theory is not detailed
enough for implementation or does not address
an issue, empirical research is used to enhance the
representation of behavior within the model. The
programming to implement the model is typically
done via a software package.

Random numbers are an important component
of ABMs. They are used to represent uncertainty
in the model. Random number generators
(RNGs) are used to provide numbers that fit
a statistical distribution (e.g., normal, Poisson,
or uniform). The modeler chooses the distribu-
tion that reflects the assumption of the model. The
seed, or beginning number for the RNG, produces
a set of random numbers. Each time the same
seed number is used, the RNG produces the
same set of numbers. This critical property of
RNGs is what enables experiments to be run in
ABM:s. If an assumption of the model is changed
but the same seed or series of seeds is used in the
experiment, everything else is held constant from
one experiment to the next. Thus, the researcher
knows any changes in outcome are due to the
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change in the model assumptions. Seeds can be
systematically varied across a set of runs and the
results from those runs averaged before being
presented as model results. This ensures the out-
comes are not dependent upon the numerical
value of the seed.

RNGs are also used to compensate for the fuzz-
ier areas of what is known about how a phenomena
“works.” Returning to the example of exploring
guardianship, we know bystanders in a situation
act as informal guardians but we do know exactly
how the presence of those individuals translates
into potential risk as perceived by an offender,
and we are not likely to be able to collect data on
that aspect of offender decision-making. If we
assume it is equally likely that each agent present
in a situation represents one additional unit of
guardianship, as it is that they represent five units
of guardianship, we can use a uniform random
number generator that ranges from 1 to 5. Since
the distribution chosen is uniform, each time the
RNG generates a new number it has an equal
probability of being a 1, 2, 3, 4, or 5.

Verification, Validation, and Sensitivity Analysis
Three types of model testing are important to
understanding the quality of the model results,
verification, validation, and sensitivity analysis.
“Model Verification is substantiating that the
model is transformed from one form into another,
as intended, with sufficient accuracy. Model veri-
fication deals with building the model right.”
(Balci 1994, p. 121). This usually takes the form
of debugging and logic-testing both during the
programming of the model and during its testing
to ensure the interactions produced by the code are
as the theory intended. When ABMs include
random numbers, without specifying the seed, no
two model runs are alike and the only point of
comparison is the distribution of results that the
theory would suggest (Gilbert and Troitzsch 2005).
In contrast, “Model Validation is substantiating
that the model, within its domain of applicability,
behaves with satisfactory accuracy consistent with
the study objectives. Model validation deals with
building the right model.” (Balci 1994, p. 123).
This aspect of model testing answers the question
of how well the model represents the ‘“target.”

Model validation is analogous to the criteria of
external validity used in traditional modeling
(Gilbert and Troitzsch 2005). Validity in an ABM
context is not an all or nothing proposition (Law
and Kelton 1991). Rather, a model can have vary-
ing levels of validity relating to different properties
of the target. There are several challenges in
evaluating model validity of ABMs (Gilbert and
Troitzsch 2005). First, both the target and the model
have random components. Thus, the outcomes will
vary across model runs. The critical question con-
cerns how much the model varies from the expected
statistical distribution of the outcomes. Second,
many models are sensitive to the starting values of
parameters (e.g., the ratio of motivated offenders to
suitable targets in the model). Third, there may be
problems with the “real” data rather than with the
model results. This is an important issue especially
when data sources are nonexistent (e.g., threshold
of risk versus reward when deciding to commit
a crime) or when they are unreliable (e.g., reported
crime data only contains events reported by the
public and those deemed to be crimes by the police
officer taking the report) (Eck and Liu 2008a; Groff
and Birks 2008).

Some researchers have compared the results of
their simulations to widely recognized regularities
in crime patterns, also known as “stylized facts”
(Birks et al. 2012; Groff 2008). For example, crime
patterns should exhibit (1) a high degree of clus-
tering, (2) concentration of crime in relatively few
places, (3) relatively few offenders responsible for
most of the crime, (4) rather few victims account-
ing for most of the victimization, and (5) non-static
patterns of crime over time. When results from
a model share characteristics with empirical ones,
their credibility increases (Eck and Liu 2004).

Sensitivity analysis addresses whether the
parameter values chosen to represent the assump-
tions of the model affect the outcome of the model.
For example, in a model of guardianship, if the
number of people necessary to establish guardian-
ship in a potential offender’s view is set to one
person, will the model results change significantly
if the parameter is changed to require two people,
or three or four? Sensitivity issues can be tested by
varying the parameter values and looking whether
the overall results change. Given the large number
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of parameter values that are typically used in
a model, only the parameters which are most
likely to affect the results are usually investigated
(Gilbert and Troitzsch 2005). Sensitivity to initial
parameter settings and agent interaction rules are
widely recognized limitations of ABMs that can
only be partially mitigated through sensitivity test-
ing (Couclelis 2002).

In sum, the strength of a model increases when
rigorous verification is implemented throughout the
programming process. It is improved further when
validation tests reveal the model-produced findings
share stylized characteristics with empirical find-
ings. For example, since crime is clustered, crime
events produced by a model should also be clus-
tered. However, matching distributions is not
a sufficient criterion for validation since a different
model could also produce comparable patterns
investigated (Gilbert and Troitzsch 2005).
Establishing model credibility is an incremental
process that involves multiple comparisons and is
not an exact science.

Communication for Replication and Evaluation
One of the most challenging yet important stages of
ABM is sharing the model with other researchers.
This requires in-depth and complete description of
the model which is difficult to accomplish in the
space available in the typical journal. A template
called the Overview, Design concepts, and Details
(ODD) protocol has been developed for communi-
cating models to facilitate replication and evalua-
tion (Grimm and Railsback 2012). The first section
of the ODD describes the focus of the model. The
next section describes how the model implements
ten core design elements including emergence,
adaptation, objectives, learning, prediction, sens-
ing, interaction, stochasticity, collectives, and
observation. The final section contains all the infor-
mation necessary to replicate the model. This pro-
tocol is becoming more widely used which should
facilitate replication and evaluation of ABMs
(Grimm and Railsback 2012).

When to Use an ABM

There are several circumstances in which ABMs
are an appropriate method to use. When existing
theories describe the mechanisms involved in

criminal behavior (Eck and Liu 2008a), ABMs
can be used to test the mechanisms in silica. For
example, rational choice perspective (Clarke and
Cornish 1985) describes how offenders make
decisions whether to commit a crime based on
situational characteristics. Agents can be created
that use the logic of rational choice perspective to
evaluate a situation. The modeler can examine
what combination of situational characteristics
translates into a decision to commit a crime.
When there are no data available to test
a theory or describe the phenomena of interest
(Eck and Liu 2008a), an ABM may be the only
methodology available. For example, conver-
gence is a core mechanism for crime events in
routine activity theory (Cohen and Felson 1979).
Data describing the movements of individuals
prior to their involvement in a crime event are
rarely available now and that is not likely to
change (O’Sullivan 2004). The space-time move-
ments of agents can be collected within an ABM
and used to explore explanations for how
offenders and victims converge in space-time.
In the same vein, ABMs can be used to explore
the decision-making process related to crime.
Crime events are the end result of decisions
made by both offenders and victims that bring
them together at the same place and time.
However, data describing individual decisions
prior to, during, and after the crime event are
not available. Even if the data were collected,
the dynamic, nonlinear quality of crime events
makes them difficult to study using traditional
statistical techniques. Agent-based modeling
can accommodate individual agents with unique
characteristics and decision-making capability.
When opportunities to conduct field experi-
ments are challenging or even impossible, ABMs
can be used as exploratory devices (Groff and
Mazzerole 2008), for example, when ethical con-
cerns preclude random assignment of people to
treatment and control conditions or when it is not
practical to vary the attribute of interest, such as
changing the configuration of streets, which would
be prohibitively expensive to do in a field trial but
is easily done in an ABM. Although ABMs are not
inherently experimental, they can be designed to
systematically manipulate or randomly allocate
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a condition. The counterfactual or “null model” is
simply the model without the “treatment” or
behavior of interest turned on. The outcome from
the null model can be compared to systematic
manipulations of some aspect of agent behavior
or the environment while literally holding all
other aspects of the model constant. This provides
alevel of control nearly impossible to attain in field
experiments. “While there is no substitute for field
experimentation, simulation may be able to play
a significant role in vetting and/or strengthening
programs prior to their empirical testing.” (Groff
and Mazzerole 2008, p. 189).

Along those lines, ABMs can be used to vet
potentially expensive or invasive crime-
prevention strategies prior to implementation
(Groff and Mazzerole 2008). The combination
of heterogeneous agents and complete control
allows testing of a variety of crime-prevention
programs and evaluation of outcomes for mini-
mal cost as compared to field experiments. This
makes them an excellent alternative when field
experimentation would be prohibitively expen-
sive or ethically difficult to mount (Eck and Liu
2008a). ABMs generally represent a complimen-
tary research method to existing empirical ones.

Modeling the Process and Structure
of Crime

ABMs have been used to study a variety of crime
types including residential burglary, commercial
robbery, street robbery, fraud, heroin use, drug
markets, and crime in general (see both Eck and
Liu 2008b; Groff and Birks 2008 for an overview).
Most persuasively, these examples have illustrated
how ABMs are able to model both the process and
structure of events. In the case of crime events,
ABMs can take into account the process that brings
together the actors involved in crime. They can also
represent the interactions that occur among those
actors plus the decision-making process as the situ-
ation unfolds. ABMs can include structure in the
sociological sense in terms of social influences on
agent behavior. This is analogous to modeling the
effects of unemployment, poverty, and education
on crime. They can also incorporate the physical

structure within which agents interact in terms of,
for example, transportation and land use.

Future Directions and Challenges

ABM offers a promising alternative method for
exploring how individual/micro-level actions over
time produce group/macro-level phenomena.
Although ABM has been around for over
30 years (40 years if theoretical/pen-and-paper
models are included), significant challenges to
using the methodology remain. Firstly, and most
practically, the use of ABM as a methodology
continues to be hampered by the steep learning
curve required. Skills involved in the development
of conceptual models for the most part follow
standard model-building practice. Of course, mod-
elers do have to learn to think using a bottom-up
rather than a top-down paradigm, which can be
difficult. But the greater challenge remains the
need for programming skills to implement models
in current software. Given the lack of experience of
most social scientists with computer programming,
this represents a significant hurdle to using ABM.

Secondly, validation of ABMs generally is
challenging. Many of these challenges are widely
recognized such as the need for standardized tech-
niques for model building and for analyzing models
and routine replication of models (Gilbert and
Troitzsch 2005), as well as the fact that ABMs
using different mechanisms can produce similar
results.

In addition to these intrinsic challenges, the use
of ABMs to examine crime has to depend on out-
come data (i.e., crime statistics) with widely recog-
nized shortcomings. Since crime data only reflect
a subset of the crime that is committed, comparing
the crime patterns produced by an ABM to empir-
ical crime data is, in effect, comparing them to the
subset of crime that is both reported to the police
and for which the police take a report. Thus, it is
difficult to tell whether the ABM’s crime pattern is
incorrect or whether it actually reflects the “real”
distribution (i.e., the full set) of crime committed
(Eck and Liu 2008a; Groff and Birks 2008).

Despite these challenges, ABM’s use to inves-
tigate the potential crime prevention value of
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situational crime prevention techniques has great
potential. The necessary foundation for agent-
based modeling to contribute in evaluating
crime-prevention strategies is the development
of models that can produce realistic crime pat-
terns. ABMs have traditionally emphasized
offender behavior but there are other actors who
have important roles in whether a crime occurs
when the necessary elements converge in space
and time (Eck and Liu 2008a). Decision-making
by non-offenders such as potential victims, inti-
mate handlers, and place managers are critical to
understanding why crime occurs in one situation
and not another (see Groff and Birks 2008 for
additional suggestions). Given sufficiently robust
models of why a particular crime occurs where
it does, the possibilities for testing crime-
prevention strategies in a relatively low-cost
environment like an ABM would be limited
only by the imagination of the researchers.
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Overview

Crime occurrences are driven by a complicated
mix of distinct influences, including those of the
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environment, the surrounding social context, and
personal behavior/psychology of the people who
could influence a crime event. Agent-based
modelling is a methodology used in computer
simulation that concentrates on individual-level
behaviors and is ideally suited to modelling
crime. This is particularly true of crimes such as
burglary or street crime, which are heavily
influenced by environmental factors and by the
behavior of individual people. In an agent-based
crime model, virtual “agents” are placed in an
environment that allows them to travel through
space and time, behaving as they would do in the
real world. This entry will discuss why the crime
system is such an ideal candidate for agent-based
models and will review a number of crime
models that have recently arisen.

Introduction

Individual crime occurrences are caused by
a complicated mix of factors, including — but not
limited to — the surrounding physical environment,
the local social context, the presence or absence of
crime reduction programs, and the behavior, psy-
chology, and interactions between those people
who might be able to influence a crime event
(including victims, offenders, and guardians). Tra-
ditional mathematical models of crime can face
difficulties with modelling systems which are
inherently nonlinear (Eck and Liu 2008), and there-
fore, methods which are better suited to capturing
the dynamics of complex, nonlinear systems are
becoming popular.

Agent-based modelling (ABM) is a methodol-
ogy used in computer simulation that concentrates
on individual-level behaviors and is ideally suited
to modelling crime. This is particularly true of
crimes, such as burglary or street crime, which
are heavily influenced by environmental factors
and by the behavior of individual people. In an
agent-based crime model, virtual “agents” are
placed in an environment that allows them to travel
through space and time, behaving as they would do
in the real world. The environment can be as simple
or detailed as the researcher chooses so the
methodology can thus be used both to explore
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criminology theory in the absence of confounding
factors or to make realistic predictions in a real-
world virtual environment.

This entry will review the technique of agent-
based modelling and discuss what advantages it
offers to the field of environmental criminology.
It begins an overview of the “crime system” and
discusses what makes it such an ideal candidate
for agent-based modelling, followed in Section 3
by a discussion of the technique itself. Section 4
continues by reviewing a small number of the
most recent and advanced agent-based crime
models. Finally Sections 5 and 6 review some of
the controversies in the literature and propose
open questions for future research.

Background: Crime Is a Complex System

Social systems, including that of crime, belong to
a class of system known as “complex systems.”
These are systems that consist of large numbers
of diverse components, varied and complex
interactions between components, and emergent
properties — in this case city — or neighborhood-
wide crime rates that cannot be attributed to any
individual part of the system. Coupled with this
inherent system complexity are “human” factors,
such as a complex psychology, that further
compound the rules that drive the individuals
(Bonabeau 2002). In addition, the crime system
is made even more complicated because as crime
at places (Eck and Weisburd 1995) and situa-
tional crime prevention (Clarke 1995) research
have demonstrated, the geography of the system
itself introduces additional complexity. However,
understanding the processes and drivers that
characterize the crime system is the key to crime
prevention and policy development.

Acquisitive crimes, such as burglary and street
robbery, are important exemplars of the manner
in which environmental, social, and individual
drivers combine to create a set of complex
processes. Because occurrences are dependent
on a number of interacting factors (motivation,
opportunity, recidivism, etc.), it is difficult to
predict crime hotspots in advance, and therefore,
many reduction schemes react to a crime hotspot
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once it has formed. Ultimately, acquisitive
crimes are committed by individuals in a local
environment and a particular time. Modern crim-
inology highlights the importance of “micro-
places” that act as the environment for a specific
crime (Eck and Weisburd 1995), and research at
scales larger than houses and streets hides key
crime dynamics. The same scale issues apply to
the individuals involved in a crime event (be they
perpetrators, victims, or bystanders) whereby
aggregate treatment of individual people is likely
to miss the key dynamics associated with individ-
uals and their daily lives. As Brantingham and
Brantingham (1993) predicted:

Potentially, the most productive model in environ-
mental criminology is one that places both the
actual criminal events at a specific site, situation
and time and the individual committing the crime
while in a specific motivational state on (or in) an
environmental backcloth, that may itself be mostly
stable, regular and predictable or may instead be
irregular, rapidly changing and unpredictable.

With this in mind, agent-based modelling is
a technique that is being shown to hold consider-
able promise as it represents a shift away from
aggregate models towards those that work at the
level of the individual. An agent-based computer
model is comprised of autonomous entities called
“agents,” who have the ability to make decisions
and interact with each other and their environ-
ment. As the model iterates, each agent has the
ability to assess its circumstances and, based on
a set of probabilistic rules or more advanced
decision-making algorithm, make an informed/
educated decision about its future course of
action. Through this mechanism, it is possible to
incorporate realistic human behavior into com-
putational models. With respect to modelling
crime, an agent-based model can be built to
directly simulate the behavior of offenders/vic-
tims/guardians as they travel around their envi-
ronment on typical routine activities and predict,
as a result of these individual behavior patterns,
when a crime occurrence is likely to occur.
Building a model in this manner — from the
bottom up — is a much more natural way of
describing a complex system than by formulating
rules to drive the system from an aggregate level
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(Bonabeau 2002). Section 3 will now discuss the
technique of agent-based modelling in more
detail.

A Description of Agent-Based Modelling

The range of general agent-based theory is exten-
sive, and so this entry will not attempt to provide
a full account of all concepts, practices, and
applications. For this, the reader is directed to

Wooldridge (2009). Instead, it will provide

a brief introduction to the methodology and

focus on its application to crime. Described as

a “breakthrough in computational modelling in

the social sciences” (Gilbert and Terna 2000,

p. 60) and “one of the most exciting practical

developments in modelling since the invention

of the relational database” (Macal and North

2005, p. 2), ABM is a reasonably new method

of modelling systems. An agent-based model is

comprised of virtual “agents” who are able to
behave autonomously (i.e., without a central
controller). They exist in a virtual environment
which is often spatial, they can navigate around
their environment, and they are able to make
decisions about what they would like to do in

a given situation. This approach is particularly

relevant to criminology because using ABM,

it becomes possible to use models to carry
out experiments that would be impossible or
unethical to perform otherwise.

There are many definitions of the term “agent”
but, from a crime modelling perspective, the
following are consistently applied:

» Autonomy: an agent should be free to control
its own state, interact with other agents and its
environment, and make decisions without
direct control from some central source. This
seems to be an ideal mechanism for modelling
people, including offenders, victims, or other
necessary individuals (guardians, managers,
passersby, etc.).

» Heterogeneity: agents need not be identical.
Offender agents can thus be created to reflect
the variety of different offending behaviors that
have been exhibited, allowing for the incorpora-
tion of qualitatively obtained data and theories.
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» Reactivity: agents should be able to respond
to changes in their environment, and the
response should be proactive, indicating
goal-directed behavior (Wooldridge 2009).
This is particularly useful for a crime model
because the environment will change as
a result of crime which will in turn influence
the future behavior of the agents.

» Bounded rationality: particularly with model-
ling in the social sciences, it is important that
agents do not always act perfectly rationally.
Agents can be programmed with “bounded”
rationality by limiting their knowledge of the
world so that choices are not always perfectly
optimal (Castle and Crooks 2006).

Perhaps the most significant advantage of
ABM is the “natural description” of a system
which it provides. Complex systems, whose
behavior is characterized by the behavior/inter-
actions of its individual components, cannot
usually be described by mathematical equations.
Although mathematics provides a good basis for
describing unexplained phenomena in the natural
sciences, this experience is not echoed in the
social sciences (Moss and Edmonds 2005).
Often simplified assumptions are required if
mathematical models become too complicated
and these assumptions are often implausible or
reduce the realism of nonlinear systems (Evans
2011). To understand geographical human
systems, it is necessary to understand the reason-
ing behind individual decisions and modelling
individuals directly is more natural than trying
to build aggregate equations to control them
(Bonabeau 2002). For example, with acquisitive
types of crime, an individual’s cognitive under-
standing of a local area can be as important as the
physical characteristics of the area, as offenders
commonly commit crimes within their routine
activity spaces. These cognitive representations
would be very difficult to incorporate into models
which do not characterize individuals directly,
whereas in an agent-based model they can be
built directly up as the virtual agents navigate
around their environment. The same can be said
of environment: it has been shown that spatial
aggregation hides important patterns in crime
(Andresen and Malleson 2011) and ABM is
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Fig. 1 An example of an
agent-based model of
segregation, based on
Schelling (1969).

Figures show the
percentage of similar racial
type that each household
unit wants to live next to

25% Preference

ideally suited to modelling at resolutions of the
individual street or household.

Arguably the first published agent-based model
in the social sciences was Schelling’s hand-
developed model of residential stability (Schelling
1969). Although extremely simple, the model goes
along way to illustrate how useful ABM can be for
modelling social systems. The model consists of
a one-dimensional environment (a line of spaces,
some empty) populated by households that belong
to one of two types of racial group. A global param-
eter dictates the percentage of the same group that
each household wants to live next to. Households
are able to move to an empty cell if they are
unsatisfied (i.e., they live near to too many of the
opposite racial type). The novel research finding
was that, even with a relatively low preference for
the same racial type, the environment can become
highly segregated. It is relatively simple to develop
a two-dimensional version of this now, and such
amodel, which is included as a demonstrator in the
agent-based modelling software ‘“NetLogo,” is
illustrated in Fig. 1. Here a preference to live next
to only 50 % of the same racial group leads to clear
segregation. Methodologically the Schelling
results are interesting because they would not
have been predicted by examining the rules of the
individual in isolation, and from a practical posi-
tion, it provides an insight into the dynamics of
human residential segregation, suggesting that
extreme segregation can emerge from individuals
who actually have low preferences for segregation.

50% Preference

The finding that segregation arises even though
no individual wants to live in a completely homo-
geneous area relates to the concept of emergence,
exploring which is a key advantage of ABM. An
emergent phenomenon is one that comes about as
a natural (and often unintended) consequence of
the behaviors and interactions of a system’s con-
stituent components. A city-wide crime rate is an
example of an emergent phenomena and one which
cannot be attributed to any part of the system itself —
there is no single person who is responsible for, or
even attempts to generate, the observed crime pat-
terns. Rather than attempting to find global rules
that determine aggregate crime rates, the agent-
based crime modeller describes the individual
components of the system and then tries to
“grow” the observed crime patterns from the
“bottom up.” This also has the advantage of being
a much more naturalistic way of describing
a system. Social networks, human psychology,
and detailed physical environments are essential
parts of the crime system, and these are relatively
simple to incorporate by using ABM. A related
advantage, which is particularly relevant in
environmental criminology, is that with ABM it
is possible to treat offenders in a similar manner
to non-offenders and explore the effects that
noncriminal activities will have on crime. In this
manner, the “natural variety” of cities becomes
part of the model, rather than being smoothed
out by aggregate methods (Brantingham and
Brantingham 2004).
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There are, of course, certain drawbacks to ABM
which must be addressed. The advantage of being
able to describe the behavior of individual people
directly is tempered by the difficulty in modelling
the “soft factors” exhibited by humans — such as
seemingly irrational behaviors and complex
psychology (Bonabeau 2002) — which can be
very difficult to actually implement in a computer
model. These factors must be defined explicitly in
models which work at the microlevel, leading to
a strong commitment to minimal behavioral
complexity (O’Sullivan and Haklay 2000). This is
compounded in crime modelling research by
problems with the availability and accuracy of
crime data to build up an accurate picture of
offending behavior. Although there is considerable
qualitative information available, quantitative data
is sparse, and even when data are available, it is
unclear whether or not they are an accurate reflec-
tion of true offending patterns because of potential
reporting biases. For more information the inter-
ested reader could refer to Chainey and Ratcliffe
(2005) for a comprehensive assessment of the
issues surrounding the use of crime data.

There are also major difficulties that relate
to the implementation of the model. Firstly,
although there are numerous ABM tools that
can assist with the development of models
(NetLogo is a good starting point for those new
to the technique), it is likely that a researcher will
need arelatively high level of computer program-
ming experience. Agent-based models are also
extremely processor and storage heavy, not least
because most are run multiple times with varying
parameters to give probabilistic results. This
means that the most advanced models often
need to be distributed across large collections of
computers to obtain the required processing and
storage power. Such models present considerable
debugging issues, not least because small pieces
of computer code can form integral parts of
hundreds of agents, with small errors in the
logic of the code having huge effects on the
outcome of the model.

Nevertheless, ABM is becoming an increas-
ingly popular tool to aid crime analysis. The
following section summarizes some of the more
recent and advanced approaches.
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State of the Art

The last decade has seen a gradual rise in
agent-based crime simulation work. The earliest
models are generally abstract and take place
either in geographical social spaces or on
abstract plains (much like the segregation model
outlined in section “A Description of Agent-
Based Modelling”), whereas more recent models
include realistic representations of the physical
environment and comprehensive agent decision-
making. Most models consider some subset of the
core elements of the crime system, such as
the physical environment, the social context, vic-
tims, offender motives, and offender behaviors.
However, the system is clearly extremely compli-
cated, and it should come as no surprise to find out
that most models concentrate on one particular
aspect of the system. To provide an overview of
the current research, this entry will briefly summa-
rize a small number of applications which have
very different foci. For a much more comprehen-
sive review, the reader is directed to the book
entitled Artificial Crime Analysis Systems (Liu
and Eck 2008), a special issue of the Journal of
Experimental Criminology entitled “Simulated
experiments in criminology and criminal justice”
(Groff and Mazerolle 2008) or the review paper by
Malleson et al. (2011).

Offender Behavior

One of the obstacles with agent-based crime
modelling is that it becomes necessary to explicitly
define how agents in the model will behave. How-
ever, modelling human behavior is an extremely
challenging endeavor. Fortunately there are
numerous cognitive architectures that have been
designed to model human behavior, and these can
be used in crime models. Malleson et al. (2010)
provide an example of such a model applied to
residential burglary. The authors use the PECS
(physical conditions, emotional states, cognitive
capabilities, and social status) model of human
behavior which controls agents by comparing the
sizes of different motives. At any given time,
the motive which is the strongest determines
what the agent’s current behavior will be such
that the agent tries to satisfy that motive. Some
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motives can be very simple to satisfy (such as
travelling home to sleep), but others might
require considerable planning and reevaluation
before they can be accomplished (such as mak-
ing money through the commission of burglary).
By varying the ways that different motives
affect the agents’ behavior, it is possible to cre-
ate different types of offender agents to reflect
current criminological thinking (e.g., the differ-
ence between a “professional” burglar and an
“opportunist”). By placing the virtual offenders
in an environment that closely reflects that of the
real world, the authors are able to explore the
potential real-world crime patterns that might
emerge under different scenario conditions.

Street Networks

An example of research which takes advantage of
ABM’s ability to incorporate a highly detailed
physical environment is that of Groff (2007).
Due to the lack of dynamic, individual-level
interactions, the authors note that previous
studies had failed to effectively test routine activ-
ity theory. The model by Groff addresses this
through the incorporation of accurate street-
level data in order to test the applicability of
routine activity theory to street robbery. The
model contains two types of agent: citizens
(offenders, victims, and guardians) and police.
The citizen agents are randomly assigned
a particular home location, and in the model’s
most advanced form, they spend time away
from home by visiting randomly assigned work
and activity nodes following predefined routes.
The offenders’ decision to offend is stochastic
and based on levels of guardianship and the
wealth of the potential target at their current
location. The model found that the number of
street robberies increased with the amount of
time spent away from home because citizens
had the chance to meet more potential offenders.
Interestingly, some street intersections exhibited
significant clusters of events even though the
travel patterns of the agents were random.
This provides an insight into how the urban
configuration of streets can influence locations
of street crime with direct reference to the roads
in a real city.
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Social Networks and Cohesion

Plainly the social structure of areas and criminals
will play a big part in developing larger patterns
of offending. Hayslett-McCall et al. (2008)
include a number of social-cohesion and guard-
ianship indicators in their household burglary
model. Homes are given attractiveness values
based on variables including the socioeconomic
status of the area and the degree of guardianship,
as well as the ethnicity and income levels of the
inhabitants — with agents preferring areas that are
similar to their own. In terms of social interac-
tion, Dray et al. (2008) include the relationships
between local actors, including law enforcement
agencies, social services, and drug users and
dealers in an ABM of the Melbourne drug
market. The model also includes larger-scale
variables such as the strength of the national
drug supply chains. Using this model, they
showed that small-scale interventions were gen-
erally more successful at disrupting drug markets
than national initiatives.

Abstract Theory

The models introduced thus far both utilize
realistic virtual environments in order to place
crime in an accurate environmental context.
However, accurately predicting spatiotemporal
crime patterns does not need to be the aim of
the research — indeed, as the following section
will discuss, a realistic virtual environment is
seen by some as a drawback. An advantage of
ABM is that the model can act as a “virtual
laboratory,” allowing researchers to explore the
individual-level dynamics that emerge as a result
of different crime theories in an environment that
is free from the usual complexity of the real
world. Brantingham and Brantingham (2004)
have developed a model of crime in which
they utilize an abstract state machine to pro-
vide a precise logical/mathematical founda-
tion to an agent-based model. In the model,
agents can move through time and space,
interacting with each other and the environ-
ment. They are also able to learn, and they
have “preferences” which translate to forms
of behavior. Along with experimenting with
criminology theory, the resulting simulation



Agent-Based Models to Predict Crime at Places

can be used as an interdisciplinary tool to

assist criminologists in investigating the
dynamics of urban crime.

Controversies in the Literature

In general, agent-based models tend to

either be pessimistically abstract or optimistically
realistic. The Schelling segregation model and the
model by Brantingham and Brantingham (2004)
both fall at the more abstract end of the scale. With
these types of models, the difficulty of capturing
the total behavior of such large, open, and
nonlinear systems is accepted, and modellers con-
centrate on building simple models based on lim-
ited subsets of the rules and environmental
conditions that may be operating. These models
are then treated as thought experiments and can
be manipulated to see what effect varying our
broad ideas about the systems has on the patterns
it generates. In the field of crime modelling, Elffers
and van Baal (2008) advocate the notion that such
simple models can be a powerful explanatory
force, particularly when the aim of the research is
to explore theory rather than make accurate pre-
dictions. One always has to be aware, however,
that patterns may match models even though expla-
nations differ (the identifiability problem), and it is
often difficult to verify that human systems would
respond as these simple models do.

The second point of view holds that it is pos-
sible to accurately model the world with a finite
ruleset and list of environmental variables, but
that the more realism the model encompasses, the
more constrained to the real world the model will
be. In some cases, such as the models by Groff
(2007) and Malleson et al. (2010), geographical
realism is added by combining the model with
a geographical information system (GIS). The
hope with more realistic models is that the
multiple patterns and data streams used to con-
strain the model will resolve the identifiability
problem and make comparisons with reality
more reliable. However, it is usual to calibrate
such models using real data, and the large
numbers of variables involved may mean
that the models are over-flexible, essentially
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fitting any data — again raising the issue of
identifiability. Rigorous retesting with new data
is often difficult for models that study crime; even
though more accurate data is being made avail-
able to researchers all the time, it is still at
a premium and it is usually unclear how well
the data reflects real-world crime patterns in the
first place. In general, models are best built
up gradually, verifying that simple behaviors
with simple elements of the system work as
expected to start with and then, if needed, build
up the complexity to something that more closely
matches reality in order to make more reality-
aiming predictions. However, as Edmonds and
Moss (2005) note, a phrase such as “for the sake
of simplicity” is not well founded, and simplicity
should only be a target if this is justified by the
underlying system. The crime system is not,
usually, simple.

Open Questions

Two significant and related directions seem of
immediate future significance in the ABM of
crime (Malleson et al. 2011). The first is the
more detailed simulation of social networks, par-
ticularly within criminal organizations. There has
been some work in this area; however the
potential for spatially enabled social network
modelling is increasing as law enforcement agen-
cies gain access to mobile phone and internet
records. The second direction is more conten-
tious — the modelling of specific individuals
within ABM. To our knowledge there are not,
as yet, individual-level models that predict the
actions of real individuals. However, there is an
increasing use of real crime data to seed models
of abstract individuals, and increasing amounts of
personal information about all citizens, potential
victims, and potential offenders are stored
electronically on a daily basis. It seems likely,
therefore, that the modelling community will
need to consider the ethical issues of the Minority
Report option within the very near future: is
it appropriate to model real individuals in
a predictive sense, and what use should such
predictions be put to once made?
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Overview

The American prison population is rapidly aging.
Yet relatively little is known about the unique
challenges facing older adults in the criminal jus-
tice system. This knowledge gap has significant
implications for the understanding of the health
and health-care needs of a growing, medically
vulnerable population. This entry describes the
demographics of aging in corrections, focusing on
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the dramatic growth in the geriatric prison popula-
tion that has taken place since the early 1990s;
introduces the comprehensive, integrative frame-
work of geriatric medicine, the medical specialty
focused on the care of older adults; and reviews
what is known about the health of older prisoners
through the lens of geriatric medicine, examining
biomedical, psychosocial, and environmental con-
tributors to health and physical function. Age-
related risk factors that may result in obstacles to
successful reentry for older adults following incar-
ceration are also discussed throughout. This entry
concludes with a proposed agenda for future policy
and research based on the geriatrics framework.

Demographics: The Aging of the
Criminal Justice System

Over the past several decades, a dramatic
increase in the overall population of US prisoners
has included staggering growth in the number of
incarcerated older adults. At its zenith in 2008,
the criminal justice system incarcerated 1 in
every 100 US adults, and 1 in 31 was a ward of
the criminal justice system in some way, via jail,
prison, parole, or probation (Pew Center on the
States 2009). In the two decades from 1990 to
2010, there was a 100 % increase in total state and
federal prisoners. During the same period, the
number of prisoners 55 years of age or older
grew by over 300 % to nearly one in ten of all
prisoners. Although the total prison population
decreased 0.5 % from 2009 to 2010, the number
of prisoners aged 55 or older increased by 57.3 %
(Human Rights Watch 2012). Absent significant
policy change this exponential growth in the
number of older prisoners is likely to continue
as more than 450,000 prisoners, nearly one in
three, are between the ages of 40 and 54
(Bureau of Justice Statistic [BJS], 2011).

There are many reasons for the disproportionate
growth in older adult incarcerations: increased
arrests and sentencing of older adults, increased
use of life sentences, the discontinuation of discre-
tionary parole, tougher drug laws, and mandatory
sentencing practices (Aday 2003; Williams and
Abraldes 2007; Human Rights Watch 2012).
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As a result, older prisoners represent a range
of criminal justice dispositions. According to
a 2012 report from Human Rights Watch,
approximately 45 % of older state prisoners (in
this case, prisoners aged 51 or older) are serving
sentences of less than 10 years, 35 % are serving
sentences of more than 10 years but not a life
sentence, and 20 % are serving a sentence of life
or greater. While 65 % of older prisoners in 2009
were serving sentences for violent crimes, 35 %
were in prison for property, drug, or other non-
violent crimes. In 26 states, so-called “Three
Strikes” laws, which confer extended sentences
for some repeat offenders, likely contribute
to the increasing number of older prisoners serv-
ing long sentences for nonviolent crimes. In
California, for example, 43,500 prisoners were
serving enhanced sentences under Three Strikes
Laws in 2010, prompting the state auditor to
release a report pointing to $19.2 billion in addi-
tional anticipated costs associated with these
prisoners as a significant source of strain on the
state budget (California State Auditor 2010).

Indeed, the aging correctional population is
increasingly cited as one of the main contributors
to the rising cost of incarceration nationwide, pri-
marily due to the greater health-care usage of older
prisoners. In 1976, the Supreme Court’s ruling in
Estelle v. Gamble guaranteed prisoners’ rights to
“community standard” health care. Failure to pro-
vide such care, the court ruled, would be consid-
ered a violation the 8th Amendment’s prohibition
on cruel and unusual punishment. Since the Estelle
v. Gamble ruling, however, a host of litigation
targeting inadequate prison health care suggests
that many prison systems are struggling to meet
the appropriate standard of care (Wool 2007).
The majority of states are also experiencing sig-
nificant budget constraints alongside widespread
prison overcrowding; as of 2005, 239 prisons
(13 %) across 32 states were under court order to
improve conditions (Pew Center on the States
2009; Damberg et al. 2011). It is in this challeng-
ing context that the number of older prisoners,
many who would be considered medically
vulnerable even outside the prison setting, con-
tinues to grow at a faster rate than any other
demographic groups.
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The Field of Geriatrics

Geriatrics is the field of medicine specializing in
the care of older adults, defined in the community
as people aged 65 years and older. The goal of
geriatric medicine is to increase the health, inde-
pendence, and quality of life of older adults
by providing high-quality, patient-centered, inter-
disciplinary care. At the same time, the field
recognizes that life circumstances may create
a mismatch between physiologic and chronologic
age. Thus, while the age of 65 was an appropriate
demarcation between middle and older age at the
inception of Medicare and Social Security in
the 1950s, subsequent increases in lifespan and
decreases in years of disability for certain
populations (e.g., whites and upper income groups)
have meant that some Americans remain physio-
logically middle aged well into their 70s. Con-
versely, a condition known as accelerated aging
is often evident in vulnerable aging adults and may
apply to groups like the homeless, refugees, the
very poor, prisoners, and individuals with
profound, lifelong, or chronic mental or physical
illness (Aday 2003; Wahidin 2006). Because many
incarcerated adults fall into several of categories of
increased vulnerability, most criminal justice sys-
tems consider prisoners to be “older,” or geriatric,
by age 50 or 55 (Aday 2003; Baillargeon et al.
2000).

Most medical specialties in the USA approach
health and illness using the biomedical model as
their core theoretical paradigm, focusing on
anatomy, physiology, disease, and organ systems.
Geriatrics, by contrast, is based on the integrative
biopsychosocial model. The biopsychosocial
model recognizes many aspects of a person’s
well-being — biological, psychological-behavioral,
and sociocultural — as integral to their health. Geri-
atric medicine takes this approach one step further
by placing the biopsychosocial paradigm within
a person’s larger environmental context — in this
case, prison — and by making explicit associations
between functional status, goals of care, and health
in the context of one’s environment. This integra-
tive conceptual framework accounts for the many
interrelated influences that affect the health and
functional status of older adults. In turn, the health
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and functional status of older prisoners is best
understood by considering the relevant biomedical,
psychological, social, and environmental factors
that underlie health outcomes for the aging correc-
tional population.

Biomedical Factors

Older adults in America have higher rates than
younger adults of nearly all chronic medical
conditions including hypertension, arthritis, heart
disease, chronic obstructive pulmonary disease
(COPD), and cancer. Indeed, a strong association
between age and disease burden in general is well
established, though some notable exceptions, like
HIV and hepatitis B and C, are more common in
younger adults. Additionally, for most medical
conditions, and many disabilities, prisoners have
higher rates than non-prisoners (Aday 2003;
Baillargeon et al. 2000; Williams et al. 2006).
Studies further suggest that older prisoners have
a higher burden of medical conditions than their
younger counterparts (Binswanger et al. 2009;
Baillargeon et al. 2004).

Despite robust evidence of increased disease
burden, many questions regarding the health of
aging prisoners remain unanswered. Most relevant
studies are small and limited to one geographic
area. It should also be noted that the health of
older prisoners serving long sentences may differ
from the health of prisoners who were first arrested
or incarcerated as older adults as the concept of
incarceration as a potential accelerator of poor
health is itself controversial. For example, some
authors note that older prisoners often experience
poor health and inadequate care throughout their
lives. As a result, they suggest, incarceration may
lead to improvements in health due to access to
meals, shelter, and health care, even though
prison-based care is diminished in quality relative
to the standard of care generally available outside
of prison (Aday 2003).

This section considers the biomedical aspects of
health for older prisoners by examining, in turn, the
current base of knowledge on chronic medical
illnesses, geriatric syndromes, infectious diseases,
death, and health services and utilization patterns.
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Chronic Medical lliness

In the prison setting, as on the outside, the prev-
alence of chronic medical conditions increases
dramatically with age. Data from the Texas
Department of Criminal Justice (TDCJ) shows
that 85 % of prisoners aged 50 or older have one
or more chronic medical condition and 61 % have
two or more. By comparison, 37 % of prisoners
age 30-49, and just 16 % of prisoners under
age 30, have more than one such condition
(Baillargeon et al. 2000). Moreover, three of the
most common chronic medical conditions found
in the US population overall — hypertension,
arthritis, and diabetes — appeared twice as fre-
quently in the TDCJ prisoner population aged
50 or older. This trend of increasing illness
burden continues as older prisoners are divided
into subgroups by age. A study in lowa compared
prisoners in their 50s to prisoners over age 60 and
found increases in not just hypertension, arthritis,
and diabetes but also in ulcers, prostate disease,
myocardial infarction, emphysema, and stroke
(Colsher et al. 1992). Among female prisoners,
another growing demographic, a study of
120 women aged 55 and older in California
prisons found similarly high rates of chronic
medical conditions: hypertension (64 %), diabe-
tes (16 %), COPD/asthma (43 %), arthritis
(73 %), stroke (13 %), depression (36 %), cancer
(12 %), and heart disease or heart attack (31 %).
In this study, 33 % of self-reporting respondents
said they had three or more of these conditions
(Williams et al. 2006). Though few nationally
representative studies of older prisoner health
have been conducted, one such study using BJS
data from 2004 found that adults aged 50 or older
in prisons and jails are far more likely than their
age-matched counterparts in the community to
suffer from chronic illnesses including hyperten-
sion, diabetes, asthma, arthritis, and liver disease
(Binswanger et al. 2009).

Geriatric Syndromes

Geriatric syndromes are defined as conditions
that have multifactorial etiologies, significant
morbidity, adverse effects on quality of life, and
are more common in older adults (Inouye et al.
2007). The term is often used for clinical
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conditions such as frailty, falls, dementia, incon-
tinence, and sensory impairment that do not fit
easily in traditional disease categories. A person
may develop such a syndrome in myriad ways,
and treatment often requires a multifocal inter-
vention to minimize the impact of the syndrome
on the person’s health, functional status, and
well-being.

In the community, geriatric syndromes have
been shown to be more important than medical
conditions in predicting older adults’ quality of
life, morbidity, mortality, ability to remain inde-
pendent, and health-care utilization (Landefeld
et al. 2004). For this reason, geriatricians and
other health-care providers who specialize in the
care of older adults focus as much on assessing
and addressing geriatric syndromes as on the
diagnosis and management of medical conditions
like heart disease or diabetes. In prison, geriatric
syndromes are similarly important, afflicting
many older prisoners and increasing their risk
for adverse events (Aday 2003; Hill et al. 2006;
Williams et al. 2006).

Functional Status

Often, geriatric syndromes have an impact on
functional status, which is defined as a person’s
ability to be independent in Activities of Daily
Living (ADLs) which include bathing, dressing,
eating, transferring, and toileting. Dependence in
these and higher-level or instrumental ADLs
(“IADLs,” e.g., managing medications and
finances, transportation, or shopping) increases
with advancing age and is associated with higher
health-care costs, further decline, and morbidity
(Covinsky et al. 1997). One study of prisoners
found that 20 % of men over age 50 were depen-
dent in instrumental activities and 11 % required
assistance in some ADLs (Colsher et al. 1992).
Such figures, however, may underestimate the
true effect of limited functional status on health
and well-being for older adults living in the
unique prison environment. In a cross-sectional
study of women prisoners in California, for
example, 16 % needed help with one or more
ADL, but 69 % reported great difficulty in
performing at least one Prison Activity of Daily
Living (ADL-P) (Williams et al. 2006). In this
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case, ADL-P included dropping to the floor for
alarms, standing for head count, getting to the
dining hall for meals, hearing orders from staff,
and climbing onto and off of the top bunk. Not
surprisingly, prisoners with worse functional sta-
tus reported more chronic medical conditions,
lower self-rated health, and higher rates of falls
and depression (Williams et al. 2006). Using the
ADL-P to measure functional independence in
the prison environment, the study’s authors
showed that many older prisoners who would
not be disabled in the community are disabled in
prison because of the unique physical demands of
the prison environment (Williams et al. 2006).

Falls

In the USA, approximately one third of adults
aged 65 or older fall each year, and falls are
a leading cause of injury and injury-related
deaths in older adults. Many older people who
fall develop a fear of falling that may limit their
activities, sometimes resulting in social isolation,
depression, increased fall risk, and a further
decline in functional status (Landefeld et al.
2004). In the California study, 55 % of prisoners
over age 55 reported a fall in the previous year
(Williams et al. 2006). In addition to accelerated
aging and increased morbidity, prisoners must
also negotiate prison settings often marked by
poor lighting, a lack of handrails, crowds of youn-
ger prisoners, and strenuous work assignments
(Hill et al. 2006).

Dementia

Dementia is defined as the impairment of mem-
ory and at least one other cognitive area interfer-
ing with daily function. Dementia prevalence
doubles every 5 years from age 60 to 80 and,
overall, dementia afflicts one third to one half of
people over age 80 (Landefeld et al. 2004).
Dementia risk is increased for populations that
are also at risk for incarceration, including those
with less education and racial minorities such as
African Americans and Latinos (Alzheimer’s
Association [AA] 2010). Court liaison referrals
show rates of dementia in older adults of
19-30 %, and in prison, correctional officers
identify cognitively impaired prisoners at nearly
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five times the rate of prison health-care officials
(Aday 2003; Williams et al. 2009). Adding to the
sizable personal costs associated with cognitive
and behavioral symptoms, dementia presents
a huge cost to society. One 2010 report cited
$172 billion as the annual cost of care in the
USA related to dementia (Alzheimer’s Associa-
tion [AA] 2010). The implications of these find-
ings for older prisoners, and for the correctional
system itself, are significant. Undiagnosed older
prisoners with dementia may be at risk for
poor self-care, abuse or manipulation by other
prisoners, citation for behaviors beyond their
control, and failure to meet parole requirements
leading to reincarceration for reasons having to
do with an undiagnosed or inappropriately man-
aged medical condition rather than a criminal
offense. These prisoners are also likely to
increase financial burdens on an already strained
correctional system at a point in their lives when
they may be less and less capable of committing
crimes or posing a threat to society.

Incontinence

Incontinence also increases with age (Landefeld
et al. 2004). Still, community-based studies con-
sistently find that incontinence is underdiagnosed
and that older patients are unlikely to raise the issue
unless specifically asked by their provider. Very
little data describing incontinence in prisoners
exists; however, one study of prisoners with data
collected in 1989 found incontinence in 13.9 % of
inmates in their 50s and in nearly 40 % of those
aged 60 and older (Colsher et al. 1992). In another
study of female prisoners aged 55 and older, 22 %
of participants reported incontinence (Williams
et al. 2006). Although incontinence can be revers-
ible, and a majority of cases will improve with
treatment, a study of California prisons found no
evidence of nursing or medical staff investigating
the causes of incontinence (Hill et al. 2006). The
same study found that in many prisons inconti-
nence supplies were either unavailable or required
a co-pay. The observed lack of either provider
training or readily available supplies in many
prisons could result in social isolation, depression,
decreased functional status, and potential ridicule
or violence (Williams et al. 2006).
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Sensory Impairment

Of similar concern, sensory impairment increases
markedly with age and affects a majority of older
adults (Landefeld et al. 2004). In the community
and in prison, hearing and vision impairment are
common with age and are associated with
increased rates of balance impairment, social iso-
lation, and disability (Hill et al. 2006; Williams
et al. 2006). The risks associated with sensory
impairment while in prison are significant as
older prisoners may have trouble negotiating
unseen obstacles and can be unable to hear orders
or accused of disrespecting other inmates whose
comments they have not heard (Williams and
Abraldes 2007).

Infectious Diseases

Prisoners of all ages tend to have higher rates of
hepatitis B and C, HIV/AIDS, and sexually trans-
mitted diseases (STDs) than do non-incarcerated
persons. Among older prisoners, both acute and
chronic infectious diseases account for many hos-
pitalizations (Glaser et al. 1990). Several studies
from the Texas Department of Criminal Justice
found that prevalence rates of tuberculosis, hepati-
tis B and C, methicillin-resistant Staphylococcus
aureus (MRSA), syphilis, and pneumonia were all
substantially higher in prisoners 50 years of age or
older than in young or middle-aged prisoners. It
should also be noted that while HIV/AIDS preva-
lence was highest among prisoners aged 3049 in
these studies, 10 % of all new AIDS diagnoses in
the USA outside of prison were in older adults aged
65 or older (Baillargeon et al. 2000, 2004). High
rates of infectious disease among older prisoners
may increase their risk of adverse outcomes
following release while presenting an added public
health challenge.

Death

Both inside and outside prison, death rates
increase with advancing age. The death rate for
prisoners over age 55 is three times that for pris-
oners aged 45-54, and two thirds of all state
prison deaths occur in people aged 45 or older
(Bureau of Justice Statistics 2007). While pris-
oners 65 and older make up just 1 % of the prison
population, they account for 15 % of deaths.
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For the 55-64 age group, prison death rates are
56 % higher than for community populations of
the same age (Bureau of Justice Statistics 2007).
During incarceration, the three leading causes of
death are heart disease, cancer, and liver disease
(Bureau of Justice Statistics 2007). For female
prisoners, breast, ovarian, cervical, and uterine
cancers together accounted for 24 % of all cancer
deaths in prison (Bureau of Justice Statistics
2007). In addition, during the first 2 weeks
following release from prison, older former
prisoners face a relative risk for death that is
three times the community norm (Binswanger
et al. 2007).

Older prisoners with compromised health or
functional status worry about dying while incar-
cerated (Aday 2003). Such worries appear well
founded given current sentencing practices and
the lack of control prisoners often feel over their
lives and health-care options (Linder et al. 2002).
Prisoners’ limited understanding of the terminol-
ogy related to end-of-life care, and their desire to
be dependent on family or friends for care rather
than on institutional staff, may contribute to such
feelings. Further, services for chronic medical
conditions, age-related functional disabilities,
palliative care, and death are far from optimal in
prisons (Kerbs and Jolley 2009). There is, how-
ever, some evidence of increased attention to
end-of-life services in prison, including an
increase in the number of prisons providing
hospice care (Linder et al. 2002).

Psychosocial Factors

The approach of geriatric medicine is to under-
stand how psychosocial factors in an older adult’s
life interact with biologic attributes and the envi-
ronment to accelerate or decelerate health prob-
lems and functional ability over time. While
many individual psychological and sociocultural
factors exist for older prisoners, this section high-
lights several that are particularly salient in
understanding the health and function of older
adults in the criminal justice context. Specifi-
cally, this section discusses five interrelated
“psychosocial” factors that are of particular
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importance in understanding and contextualizing
the health of older prisoners: sociodemographics
and identity, educational attainment and health
literacy, mental health problems, substance
abuse, and social support and isolation.

Sociodemographics and Identity

The racial and ethnic composition of America’s
older population is changing, trends that are
mirrored in US prisons. According to the US
Census Bureau, the percentage of Americans
aged 55 or older who are nonwhite increased
from 12.1 % in 1990 to 14.7 % in 2010. Estimates
from the American Geriatric Society suggest that
the proportion of nonwhites in America’s older
population will increase in coming decades. In
prisons, while people from racial or ethnic minor-
ities make up a disproportionately large percent-
age of the overall population, this is less so in the
older prisoner age groups. Black men, for exam-
ple, comprise 39.0 % of the total state and federal
male prison population, yet they account for only
24.8 % of male prisoners aged 50 years or older
(BJS 2011). Yet, as many prisoners in the 40-55-
year-old age group have long, indeterminate, or
life sentences, a significant demographic shift
towards a higher percentage of older, nonwhite
prisoners is anticipated.

As a result, health conditions that dispropor-
tionately affect nonwhite prisoners are likely to
become more common in prison, as may racial
and ethnic variations in disease presentation and
response to medications. Unfortunately, the pre-
cise ways in which the health of older prisoners
differs according to race/ethnicity is understudied
and can only be extrapolated from what is
known about racial/ethnic differences in health
among older Americans in general. For example,
black Americans have a higher mortality and
morbidity than white Americans, and numerous
racial/ethnic health disparities exist in areas like
cognitive impairment, functional impairment,
chronic medical conditions, and nursing home
placement (Gornick et al. 1996). More research
is needed, however, to understand how these
health-related epidemiologic differences may
play out in the criminal justice population as
demographic shifts occur.
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Educational Attainment

Low educational attainment and poor health
literacy are strongly associated with increased
morbidity and mortality. The 1992 National
Adult Literacy Survey revealed that 60 % of all
prisoners performed at the lowest literacy levels,
placing prisoners among the least literate
populations in the country (Kirsch et al. 1993).
Moreover, approximately half of those over age
60 in the USA read at the lowest reading level
(Sudore et al. 2006), suggesting that older
prisoners may have even lower literacy rates
than the overall correctional population. Educa-
tional attainment can also affect adjustment to
prison life, whereby older prisoners who are
able to read and can participate in prison activi-
ties requiring some educational skills are found to
be more likely to make a positive adjustment to
prison life (Kratcoski and Babb 1990). In the
period following release from prison, attaining
a job and secure housing may also be more diffi-
cult for older adults with limited literacy.

Mental Health
Diagnoses of mental health disorders have reached
epidemic proportions in US prisons. Many experts
ascribe the high rates of mental health problems
to the “deinstitutionalization movement” of
the 1970s which sought to treat persons with seri-
ous mental illness in community mental health
facilities rather than in psychiatric hospitals
(Baillargeon et al. 2009). Unfortunately, the policy
change was not accompanied by a corresponding
increase in the number of mental health facilities,
leaving a significant gap between communities’
needs and their capacity to meet them. As
a result, prisons and jail have increasingly
assumed the burden of care for psychiatric
patients. The Bureau of Justice Statistics now
reports that half of prisoners have at least one
mental health condition (James and Glaze 2006).
The precise prevalence of mental health diag-
noses in older prisoners is not known. One study by
the Department of Justice found that 39.6 % of
state prisoners aged 55 or older had mental illness
(Haugebrook et al. 2010). Other studies have
reported rates of “serious mental illness” among
older adults in prison similar to rates in
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non-incarcerated older adults. Such mental health
conditions generally include depressive disorders,
bipolar disorders, and schizophrenia or related
psychotic disorders, and it is important to note
that some mental health problems, such as
posttraumatic stress disorder (PTSD), are often
not captured in the definition of “serious mental
illness.” Reported rates vary from state to state,
from Texas (11.0 %) and Utah (13.6 %) to
Tennessee (16.0 %). In comparison, the prevalence
of serious mental illness in non-incarcerated older
adults is approximately 15-20 % (Caverley 2006).

Prison mental health systems have been
criticized for focusing on the management of
mental illness-related crises at the expense of facil-
itating recovery and promoting coping skills.
A BIJS report found that although more than 50 %
of inmates exhibited symptoms of mental illness,
only 22 % of state prisoners and 7 % of jail inmates
received treatment (James and Glaze 2006).
Indeed, a review of the existing health-related
research on older prisoners found that psychiatric
conditions are the most commonly untreated health
problem (Loeb and AbuDagga 2006). Even in the
absence of a diagnosis of serious mental illness, the
psychological stress and acutely depressed moods
often associated with incarceration may have an
additional negative impact on older prisoners’
overall health status (Aday 2003).

Substance Abuse

Substance use and abuse in prisoners is both
common and often related to their incarceration.
Over 80 % of state prisoners in 2004 reported past
drug use, and over 30 % said they were using
drugs at the time of their offense (Mumola and
Karberg 2006). Over half of all state prisoners
(53 %) met the DSM-1V criteria for drug depen-
dence or abuse (Mumola and Karberg 2006).
In addition, a study using similar data found that
20 % of state prisoners had a history of injection-
drug use (James and Glaze 2006), a practice
associated with increased risk for a number of
infectious diseases. Unfortunately, there are lim-
ited substance abuse treatment programs in the
US criminal justice system. Despite the high rate
of prior substance use among prisoners, only
40 % reported participating in any type of drug
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or alcohol treatment or related program during
their incarceration (Mumola and Karberg 2006).
Little is known about the prevalence of substance
abuse in older prisoners or effective methods of
treatment in this population.

Social Support and Social Isolation
The social science literature suggests that, with
increasing age, adults constrict their web of social
interactions. The same effect appears to occur as
a result of imprisonment, where Bond et al. (2005)
showed a general decrease in the size of social
networks for older and younger prisoners alike.
This study also noted that social visits from outside
prison were less common for older prisoners (Bond
et al. 2005). Similarly, Kratcoski and Babb (1990)
found that nearly one in three older prisoners never
had visitors. Those who did, the study reported, had
them less frequently than younger prisoners. This
was explained in part by prisoners’ preexisting
social networks and in part by factors within the
correctional system. Over 50 % of older prisoners,
for example, were separated, divorced, or single at
the time of their incarceration. Older prisoners
were also less likely to interact with their fellow
prisoners, with less than half of study participants
reporting involvement in educational program-
ming and fewer than a quarter involved in self-
help groups (Kratcoski and Babb 1990). Such iso-
lation may lead to depression and other mental
health problems, a fact underscored by Bond
et al.’s (2005) finding that older prisoners tend to
place greater emotional value on their diminishing
social networks than do younger prisoners.
Problems with social support and social isola-
tion may also lead to restricted prisoner partici-
pation in programming with the potential to
improve physical health and functioning, such
as recreational activities. Declining physical
health in older prisoners can itself limit the
range and number of activities in which they
participate, thus contributing to their social
isolation and completing a cycle of worsening
overall health outcomes (Kratcoski and Babb
1990). For this reason, and also because some
older adults report being fearful of younger
prisoners, prison experts have debated the bene-
fits of age-segregated housing for older prisoners
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(Kerbs and Jolley 2009; Williams and Abraldes
2007). In this debate, the potential to decrease
victimization and improve the physical environ-
ment for older adults (e.g., more lower bunks,
ramps, and wheelchair accessibility) is balanced
against the potential pitfalls of segregation,
which may include decreased access to program-
ming and informal caregiver support from
younger inmates as well as increased social iso-
lation and boredom (Kerbs and Jolley 2009;
Williams and Abraldes 2007).

Environmental Factors

Both functional ability and one’s environment
have an impact on older prisoners’ health because
of the interrelation of health and function in older
persons and also because the unique environment
often mediates the impact of medical, psycholog-
ical, or social factors on an older person’s health
and functional status.

Most jails and prisons were built and intended
for younger persons. An older prisoner with poor
vision and arthritis who is placed with a cell-mate
willing to help with his personal care might be able
to function adequately despite his limitations. Still,
facilities that are generally geared to younger,
healthier prisoners are likely to adversely affect an
older prisoner’s health due to environmental factors
that disregard older prisoners’ needs such as inap-
propriately high calorie meals or psychological ser-
vices which fail to assess cognition. Prisons are also
frequently located in remote rural areas. This basic
geographic characteristic can decrease prisoners’
access to ADA-type resources (Kerbs and Jolley
2009) and/or decrease their access to outside
health-care services, such as physical therapy, occu-
pational therapy, and speech therapy. In addition,
remote prison locations may lead to prohibitive
expenses associated with family visitation or duress
on the part of similarly aged spouses or siblings,
contributing to the social isolation that is a common
feature of incarceration.

Geriatric medicine distinguishes between
disability, defined as the physical inability to per-
form a task, and handicap, a functional deficit in
a social role or context that may result from
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a disability. Given skilled medical assessment and
adequate environmental accommodations, disabil-
ities do not necessarily need to lead to handicaps.
Assistive devices, social supports, and environ-
mental modifications can each prove essential in
effectively managing disabilities. As such, older
prisoners often require modified routines and envi-
ronments to meet common health and functional
challenges (Aday 2003; Wahidin 2006). This is of
particular import as correctional facilities, when
compared to the community, typically require
a higher level of physical functioning for older
adults. Common daily activities that might be diffi-
cult for older prisoners to perform include, for exam-
ple, climbing onto a top bunk and dropping to the
floor for alarms (Williams et al. 2006). In some
instances, specialized housing units have been
developed within prisons to provide specialized ser-
vices for older prisoners with functional limitations
(Aday 2003). In other jurisdictions, younger pris-
oners are identified to assist older prisoners with the
daily tasks of prison life (Hill et al. 2006). At
a minimum, provision of adequate heating and
cooling, signage, lighting, and accessible bathrooms
and sleeping spaces are necessary to decrease the
functional threats to safety that can be present for
older, often frail prisoners (Hill et al. 2006).

In many prisons, accessing medical care can
paradoxically pose disproportionate challenges
for ill and functionally challenged prisoners.
The report (Hill et al. 2006) on California
prisons described four “unnecessary bureaucratic
and financial obstacles” associated with some
prisoners’ access to health-care services. First,
prisoners were required to make a written case
for their need before they could schedule
nonemergency appointments. As described
above, older prisoners are more likely than their
younger counterparts to have low literacy levels
and poor writing skills. Second, to receive same-
day care, prisoners had to sign in and wait out-
side, regardless of weather and often in a standing
position. Older and ill prisoners are both less
likely to be able to stand for hours at a time and
are often more vulnerable to the effects of
extremes in temperature. Third, prisoners in
need of emergent care were required to convince
untrained guards of the legitimacy of their needs.
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Here, language barriers, guards’ inflated percep-
tions of malingering, and illness itself can
interfere with older prisoner’s abilities to effec-
tively plead their case. Finally, the report noted
that most medical services required a co-pay of
between 2 and 10 dollars. Prisoners could accrue
money for co-payments from family or through
work during incarceration. Yet, older prisoners
are more likely to lack social support from out-
side prison and may be unable to work due to
functional or health-related limitations, possibly
leading to delayed care. Further, in such instances
where co-payments work as a disincentive
to seeking preventive or routine care, overall
health-care expenditure may go up as older pris-
oners are only treated at the acute stages of
illness. While some of these issues may be unique
to the California prison system, most are paradig-
matic of barriers found in prisons nationwide.

An Agenda for Future Policy and
Research on Older Prisoners

Given the many potential biopsychosocial
challenges that exist for older prisoners,
a research agenda focused on identifying,
assessing, and improving the myriad threats to
optimal health is needed. Ideally, such an agenda
would reflect existing opportunities for policy
change. For example, increased attention is being
paid to periods of transition: from one prison to
another and from incarceration to the community.
Here, improved policies to minimize the adverse
health events that occur at the time of release (such
as homelessness, lack of access to medications or
care, recidivism, and emergency services utiliza-
tion) could begin to address the elevated death rate
for older prisoners during community reentry.

In addition, compassionate (or ‘“medical”)
release, which allows eligible prisoners with
serious medical illness to die outside of prison
before sentence completion, is being increasingly
examined by policymakers. These programs are
being assessed for their potential to optimize the
care of prisoners with life-limiting illnesses while
unburdening prison health-care systems and low-
ering state correctional expenditures. Increased
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leadership and research from the medical and pub-
lic health communities is needed to develop com-
passionate release programs with transparent,
evidence-based medical eligibility criteria. These
criteria should move beyond the common criteria
of having a prognosis of 6-12 months and instead
reflect the many ways that people experience seri-
ous medical illness and death. For example, pro-
gressive frailty and dementia may lead to profound
impairment lasting far beyond 12 months — such
scenarios are not addressed in many compassion-
ate release policies. The application process for
compassionate release should also be designed so
that it can be navigated by seriously ill prisoners
and their advocates (Williams et al. 2011). These
policy challenges, and others related to the rapid
growth of older prisoners, require a more substan-
tial research base than currently exists to describe
this growing population.

The integrative biopsychosocial geriatrics
model presented in this entry presents a framework
through which to fashion a research and policy
agenda. In many states, however, health-related
data collection carried out by state correctional
systems is not differentiated by age groups. More-
over, the age-related statistics that are collected are
not always divided into those subgroups with the
greatest clinical utility. Unfortunately, the existing
knowledge gap only widens when considering
how to optimize care for older prisoners with com-
plex medical conditions such as dementia and
functional impairment (Williams et al. 2012a).
Future policy-oriented research should specifically
focus on caregiver and prison-worker education
and on the development and provision of strategies
to screen older prisoners for cognitive dysfunction,
fall risk, sensory deficits, and functional impair-
ment. In addition, because many older adults will
develop a serious medical illness and die in prison
but will not qualify for early release, enhancement
of prison palliative care services is greatly needed.
In the psychosocial arena, it is important to sys-
tematically and scientifically explore the utility
and acceptability of prison-based volunteer pro-
grams designed to address the needs of older
adults. Also important is the need to develop and
test treatment programs that can address the com-
plex impacts of substance abuse and mental health
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disorders on optimal health status in older pris-
oners. From an environmental standpoint, the aca-
demic debate about clustering or age segregation
of prisoners is sure to continue, with future cost-
effectiveness and quality research likely playing
a central role (Williams et al. 2012b). Other poten-
tial strategies, however, such as designated “older
prisoner” yard time, which might serve as an effec-
tive compromise between total segregation and
total immersion, should also be explored.

As the population of older and frail prisoners
increases, it is critical that health and social science
researchers work together with clinicians, criminal
justice health-care and policy experts, and legisla-
tors. This would enable, for example, more analy-
sis of current and future unintended public health
consequences of criminal justice policies and sen-
tencing laws. Enhanced collaboration between the
health sciences, law, bioethics, and criminology
will help to ensure socially acceptable, legally
appropriate, and medically justifiable medical pro-
grams that pose minimum risk to public safety and
span from the time of arrest through successful
reentry into the community (Williams et al.
2011). Overall, the “aging crisis” in corrections
requires medical, legal, social policy and political
input to identify humane and cost-effective ways of
promoting safety and optimizing health and func-
tion for older adults in the criminal justice system.
Analyzing the aging crisis through a multidis-
ciplinary geriatrics lens is a good first step.
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Overview

Elderly inmates are considered the fastest-
growing segment of the incarcerated population.
In turn, they pose unique challenges for correc-
tions management, particularly as it relates to
their health. This review includes a description
of the historic growth of an older prison popula-
tion, the current health-care demands being
placed upon prison services and budgets, and
the attendant controversies about how to best
address these demands. This entry concludes
with the open questions that must necessarily be
answered in moving forward with the effective
care and management of an ever-growing group
of older, and often infirm, inmates.

Introduction

There is unprecedented growth in the incarcer-
ated elderly population. These prisoners are now
the fastest-growing group of inmates, increasing
at a rate three times that of the general prison
population. Thousands of inmates are baby
boomers, and as they age, prisons find themselves
having to plan to care for an aging population
(Gater 2010). Among reasons for this growth are
changes in sentencing and parole practices, recid-
ivism rates, and increasing incarceration rates in
several major offense categories (Reimer 2008).
For example, in the past decade, the war on drugs
and tough mandatory sentencing laws have
doubled the number of incarcerated persons.
Inmates sentenced to life, or practical life, repre-
sents the future of the already growing population
of older inmates. This population has an

Aging Prison Population: Factors to Consider

increased potential for medical problems and
emergencies, and these circumstances often
develop sooner in prison populations.

Understanding and addressing prisoner health
care is a relatively recent phenomenon, primarily
in the past 30 years. Prior to the 1970s, little was
known about how inmates were cared for in prison.
What really put the health-care issue on the fore-
front for change were lawsuits filed by inmates
against prisons. As a result, the US Supreme
Court became more interested in changing health-
care practices. Professional standards of care were
implemented, beginning with the American Public
Health Association and followed by the American
Medical Association, American Correctional
Association, and the National Commission on Cor-
rectional Health Care.

Older Prison Inmates Today

Defining the Elder Inmate

It is difficult to determine how states classify their
elderly inmates and what differences exist among
prisons. In a statement made in a report written
about California, regarding the differing ages, “it
is virtually impossible to determine how many
elderly are incarcerated nationwide because
scholars and correction officials differ as to
what age is an appropriate cut off to label some-
one as elderly” (Gubler and Petersilia 2006,
p- 10). Using the National Institute of Corrections
as the benchmark, the elderly incarcerated are
defined as any inmates above the age of 50
years, because, morphologically, the average
prisoner has a reduced health status approximat-
ing the health condition of a non-incarcerated
person who is 1015 years older. In turn, research
indicates that since 1995, the total population of
older prisoners has grown by about 10,000 per
year (Aday 2003). Prison administrators have
found that the “graying” of America is evident
in the prison population as well.

Due to high-risk lifestyles and the lack of regu-
lar health care before their incarceration, many
inmates age faster than their contemporaries on
the outside. So, for example, a 50-year-old inmate
may be considered a “senior citizen” and would
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need to take advantage of services and facilities for
the aging (Gater 2010). The inherent stress of
prison life, along with the declining health of
many inmates, also contributes to them being
elderly before their time. As a result, they have
become the major consumers of corrections ser-
vices (Aday 2003). Collectively, Beckett et al.
(2003) found that incarceration results in aging in
place, challenges to self-care abilities, and greater
likelihood of parolees that leave prison with serious
health problems.

Reasons for Their Imprisonment

Tougher sentencing accounts for much of the
increase in the proportion of correctional
populations who are considered old. In the 1980s,
many states abolished parole and passed “three
strikes and you’re out” laws. The intention of
three strikes laws has been to ensure longer prison
sentences and greater punishment for those who
commit a felony and have been previously
convicted of serious and/or violent felony offenses
(California Penal Code, Section 667.5). Though the
average age of persons nationally who fall under
three strikes legislation is 31 (Reimer 2008), indi-
viduals convicted of second or third strikes may not
be granted probation and must serve their sentences
in state prisons. Unintended consequences of this
legislation include an overcrowding crisis and an
aging prison population.

Using California as a major example, at the
end of 2004, there were almost 43,000 inmates
serving time in prison under the three strikes law,
making up about 26 % of the total prison
population. Of the striker population, more than
35,000 were second strikers, and about 7,500
were third strikers. The most common offenses
for which strikers were currently serving time in
prison were robbery, burglary, assault, and pos-
session of drugs (California Legislative Analyst’s
Office 2005, pp. 15-16). But critics of these laws
seriously question their cost-effectiveness.For
example, Greenwood (1994) and colleagues
constructed a mathematical model that predicted
the benefits and costs of the three strikes law in
California and found a possible increase to the
costs of that state’s criminal justice system of an
average of $5.5 billion annually.

61

At the federal level, Congress imposed man-
datory sentencing guidelines, such as determinate
terms, requiring the application of maximum
sentences for crimes of violence and the doubling
of maximum penalties for all felony classes
(Reimer 2008). Truth-in-sentencing laws (requir-
ing the convicted criminal to serve 85 % of the
time imposed before qualifying for release) will
push these numbers even higher. More inmates
will remain in prison for longer periods of time.
And more inmates will grow old in prison.

Recidivism is another factor accounting for an
ever-older inmate population nationally. Reimer
(2008) defines recidivism as a new criminal activ-
ity or technical violation of parole, probation, or
nondepartmental community placement within
3 years of release. Colorado is used as an example
to show the high frequency of recidivism. The
average recidivism for males is 53.15 % and for
females is 51.1 % (Bureau of Justice Statistics
2006). This amounts to one person for every two
that are released from prison returning to prison
within 36 months (Reimer 2008).

Factors Negatively Impacting Elder Inmates
and Their Health
The increasing numbers of older offenders behind
bars have resulted in greater numbers of persons
needing specialized medical treatment, meaning
they will consume a disproportionately large share
of health-care resources. This reality of a larger por-
tion of health care being consumed by a smaller
subgroup of prisoners parallels the phenomenon in
the general US population: approximately one-fifth
of all persons consume about 80 % of all medical
resources. Offenders are more likely to require hos-
pitalization than younger offenders and account for
a large proportion of hospital and specialty services
costs to prisons. Much like the free world
populations, the aging offender population has a
high incidence of hypertension, diabetes, atheroscle-
rotic heart disease, and other medical conditions that
require long-term and oftentimes expensive treat-
ment. Issues concerning diet also arise, especially
if inmates require liquid diets or restricted diets due
to an illness or other condition (Caverley 2006).
Stress is yet another factor contributing to the
acceleration of the aging process in prison.
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For example, there is an increasing concern about
the growing number of older prisoners and their
safety (Aday 2003), including a fear of victimi-
zation by younger, stronger inmates.

Similar to older males, older female inmates
housed in the general prison population often
express a need for greater privacy, and studies
report that many older inmates prefer to live with
people of their own age (Walsh 1992). Research
indicates that these older females are much more
likely to see other inmates as aggressive and
violent than do older male inmates (Krabill and
Aday 2005). In one study, a significant number
(30 %) of the older female inmates stated that
they were either occasionally, frequently, or
always afraid (Kratcoski and Babb 1990). Addi-
tionally, older women are significantly less likely
to be involved in various forms of sporting and
recreational activities (Krabill and Aday 2005),
thereby contributing to the possibility of victim-
ization due to their relatively poorer health.

Along with an increase in medical issues that
may typically accompany the aging process is the
effect that poor health-care services and prison
conditions may have on inmates’ health. It is
believed that the reality of being imprisoned as
well as the conditions therein may adversely
impact older inmate’s health (Aday 2003;
Haugebrook et al. 2010). Other issues exist as
well, such as confrontations among older and
younger inmates. Assaults are common among
prisoners, especially among those inmates other
prisoners view as weak. This may further contrib-
ute to the weakened state of elderly inmates and
therefore increase their need for medical atten-
tion (Oklahoma Department of Corrections
2008). Many older inmates have to address the
fact that they may die while incarcerated, and the
social support to deal with such issues is lessened
for them while in prison (Haugebrook et al.
2010).

Prisoners’ Rights to Health Care
Although prisoners have diminished rights com-

pared to those in the free world, health care is one
right to which they are entitled. They are given
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a basic right to health care, because they are
unable to care for themselves and once they are
imprisoned, they are the responsibility of the
state. The landmark case that addressed pris-
oners’ right to health care was Estelle v. Gamble,
in which the US Supreme Court ruled that delib-
erate indifference to a prisoner’s medical needs is
considered cruel and unusual punishment under
the Eighth Amendment (Estelle v. Gamble, 429
U.S. 97 1976). This established the minimum
standards for prisoner health care, which
instructed prison officials that a basic level of
health care was required for prisoners and inten-
tionally overlooking their needs would be
unacceptable. Although the case did not create
specific guidelines for prison officials to follow
when implementing health-care policies, it still
indicated that prison officials can be held
accountable for the mistreatment of their pris-
oners’ medical needs and rights. Estelle, how-
ever, was not the only case to address prisoner
health care.

West v. Atkins declared that the state has an
obligation under the Eighth Amendment to provide
proper medical care to an incarcerated inmate
(West v. Atkins, 487 U.S. 42 1988). This case was
significant because it stated that even state prisons
that contracted physicians to care for inmates could
still be held accountable for the care provided to its
inmates. Therefore, the physician has a duty to
provide the necessary medical procedures to ensure
the well-being of the inmate. Under the decision of
Fernandez v. United States in Florida, it was
decided that prisons must provide “services at
a level reasonably commensurate with modern
medical science and of a quality acceptable within
prudent professional standards” (Fernandez v.
United States and 500 U.S. 948, at 10 1991,
p- 10). Finally, Tillery v. Owens stated that all
prisoners are to receive a “level of health services
reasonably designed to meet routine and emer-
gency medical, dental and psychological or psy-
chiatric care” (Tillery v. Owens, 907 F23d 418
1989, p. 1301). This decision was decided in Penn-
sylvania and upheld by the State Supreme Court as
well, making it a requirement for all prisons in
the state. Combining the declarations of the
landmark cases on the issue, all inmates have



Aging Prison Population: Factors to Consider

three basic rights to health care. They are the right
of access to care, the right to the care that is ordered
by officials, and the right to a medical judgment by
a professional in the field (Oklahoma Department
of Corrections 2008). Prisoners are the only per-
sons in the USA who have a constitutionally
protected right to health care, and the courts show
no sign of extinguishing that right.

Considering that elderly prisoners may face
more serious illnesses, and more frequent
illnesses, what level of care is considered appro-
priate and satisfactory? Things to consider for
elderly prisoners include kidney dialysis, routine
exams such as colonoscopies, glasses, canes,
walkers, and other tools to help them function,
as well as cancer treatment.

Current Controversies

Service Needs

It has long been believed that aged inmates
should receive special attention reflecting the
physiological, psychological, and sociological
effects of aging. Yet in a prison system assess-
ment conducted by the Criminal Justice Institute
(2001), only 15 of the 49 state prison systems had
housing areas designated for elderly inmates. Of
these 15, seven were only available for elderly
inmates who may have had special medical needs
or were eligible for hospice care. Thus, an over-
arching theme to the current challenges of pro-
viding for health-care and related needs of older
prisoners is that current services and programs
are inadequate. For example, elderly inmates
need additional preventive care, orderly condi-
tions, safety, and emotional support. Geriatri-
cians also recommend the immediate step of
increasing preventive care and educating older
prisoners in strategies for maintaining and
monitoring their own health (Aday 2003).

The mental health needs of inmates, including
dementia among older persons, currently repre-
sent another major challenge to correctional pro-
grams. Sufficient community-based treatment
resources are presently inadequate to support
and stabilize mentally ill persons in their commu-
nities, with the result that prisons and jails have
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become the principal institutions for housing
mentally ill persons. Also, according to Reimer
(2008), conditions of poverty, isolation, and aban-
donment may contribute to anger and depression in
the aging incarcerated population. Those who are
depressed and suicidal must be taught what symp-
toms may be part of a condition that is treatable
(Goldney et al. 2002). Even though older prisoners
still encompass a relatively small percentage of the
inmate population, they represent significant man-
agerial challenges in relation to adapting prison
programs to meet their developmentally specific
needs for counseling, health care, education, recre-
ation, and vocational training (Aday 2003).

Staffing Challenges

Typically, recruiting prison physicians trained in
specialties has been difficult. A common solution
is to hire specialists on a consulting basis to
conduct periodic “clinics” at the prisons. Some
prisons, however, have determined that it is cost-
effective to buy equipment and to build suites for
certain frequently used technologies, such as
x-rays. Further, some prisons have implemented
medical copayments as well as educational pro-
grams as means of controlling the use of medical
services and their attendant costs.

Another barrier in responding fully to the spe-
cial needs of the aging inmate is a deficit of the
necessary staff aptitudes or essential skills to
manage elderly people. This lack of gerontolog-
ical training for correctional officers suggests that
they may fail to properly supervise and safeguard
an aging prison population (Aday 2003). Experts
believe that corrections staff who work with the
elderly should receive specialized training to
effectively provide care for the physical and men-
tal health of these inmates (Reimer 2008). In
addition, there is much debate about inmates
receiving advanced medical care that is not
equally available to poorer, uninsured people in
the free world.

Prison- and Community-Based Options

In 1992, Flynn recommended that corrections
officials pursue a number of strategies to address
the health care of elderly inmates, including mod-
ify existing work and education programs to
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include health-care education, preventive medi-
cine, and counseling of the elderly. Staff should
also be encouraged to seek inmates who have no
close ties to the free world and encourage them to
become involved in organized educational, rec-
reational, and vocational activities (Krabill et al.
2005). Corrections professionals must find a way
to balance public safety concerns and public
demands for a government that operates with
economy and efficiency, while responding appro-
priately to legitimate correctional interests.

Health Care and Other Costs of Older Inmates
Increasing costs are arguably the major issue
associated with this rapid increase in older
inmates. Studies indicate that inmates 55 and
older suffer from an average of three chronic
illnesses at a time, and they may experience
these illnesses at earlier ages than the general
population due to conditions of imprisonment
and difficult lives prior to incarceration (Aday
2003). Part of the recent increased cost of elderly
inmates includes the mental health services they
require, as elderly inmates are more likely to
suffer from mental illnesses than other inmates
(Caverley 2006). As a result, it is estimated that
average annual costs nationally for inmates over
age 50 is $70,000, three times the cost of younger
inmates (Davidson 2009; Rikard 2007). It is
expected that these costs will continue to increase
rapidly, especially if the cost of health care in the
free world increases.

Current Examples of Meeting the
Challenges

A recent edition of the Correctional Health Care
Report (National Institute of Corrections 2004)
highlights some examples of how the program,
housing, and treatment considerations of elder
inmates are being accommodated. For example,
in Fishkill, New York, there is a 30-bed center for
inmates who are cognitively impaired. This
facility provides for the treatment of inmates
with dementia-related conditions, which is some-
thing that typically worsens with age. Within the
unit, the staff is specially trained to handle
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inmates with dementia and other related condi-
tions. Although the inmates may commit acts
while imprisoned that would typically result in
punishment, they often times may not understand
the implications of their actions because they lack
the cognitive ability (New York Department of
Corrections 2008).

Some other examples of special facilities
prisons have implemented include Texas, which
has a Type I Geriatric Facility that is specifically
designed for geriatric offenders and eight Type II
Geriatric Facilities to house portions of geriatric
offenders. In Michigan, there is a men’s geriatric
unit and a long-term care unit, while Rhode
Island has special housing for wheelchair-bound
male inmates. Nevada has one geriatric prison
in the entire state, while Alabama also has one
facility for elderly and medically disabled
inmates. In Florida, there are two facilities for
elderly inmates and dorms at two other facilities
for elderly inmates within those facilities (Price
2006).

The State of Washington (2010) has an exten-
sive health-care plan that is listed on their Depart-
ment of Corrections website. Inmates are eligible
for infirmary and hospital care, medical and
surgical services, maternity services, chemical
dependency treatment, mental health services,
dental care, emergency care, skilled nursing
care and hospice, preventive care, access to phar-
macies, durable medical equipment, optical care,
and hearing care. While this represents the treat-
ments and options available for all prisoners,
there are certainly many treatments that are appli-
cable to elderly inmates, such as hearing, optical,
nursing care, and hospice. Although all of the
treatments are restricted by necessity, approval,
and other means of regulation, the State of
Washington clearly has an expansive array of
services that it provides to its inmates.

Oklahoma also has health assessments for all
prisoners. According to the state’s procedure on
assessments, “periodic health assessments are to
be done every 3 years for offender’s age 18-39;
every 1-3 years for offenders age 40-64; and
annually for offenders 65 and older” (Oklahoma
Department of Corrections, p. 7). The increased
frequency for elderly prisoners over the age of 65
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indicates the importance of monitoring inmates
more frequently as they age in order to better
assess their needs and conditions as time
progresses.

North Carolina conducted an extensive survey
of elderly inmates and their health conditions
while in prison. The state experienced a 61 %
increase in its elderly inmates in a 5-year span,
while the overall inmate population only
increased by 16 % (Price 2006). Concerning the
health status of elderly inmates, 20 % of the
surveyed inmates were on a special diet due to
various health issues. Furthermore, 28 % of those
surveyed required some type of walking assis-
tance, whether it was a cane, brace, or wheel-
chair. Finally, the cost of housing inmates
50 and older was almost four times the cost of
housing younger inmates (Price 2006). Taking all
of the costs into consideration, it is understand-
able why officials are concerned with the growth
in the elderly prison population.

As indicated by the above examples, some
state prisons provide thorough care of elderly
inmates. This increased concern and care, how-
ever, is not without its problems. Victims and
their families are upset over the care given to
the offenders who have negatively impacted
their lives so significantly. For example,
a proposal in Illinois which would have provided
for a path to parole for inmates over 50 years of
age who had served more than 25 years in prison
has been voted down three times (Davidson
2009). Families of victims advocated against the
bill because they believed the prisoners should
serve their full sentences.

A major concern when discussing the early
release of older prisoners is research indicates
that many elderly inmates are in prison due to
violent or sexual offenses (Abner 2006). The
facility in New York that was described above,
however, took the risk offenders may present into
consideration when designing the facility. As
a result, the facility is analogous to a maximum
security prison and has the ability to house all
levels of offenders. Facilities with this security
level may be more satisfactory to those
concerned with the risk presented by violent
offenders, regardless of their age.
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Compassionate Release

The cost of treating sick, elderly inmates as com-
pared to early release is another issue that brings
about several concerns among policy makers and
the general population alike. A specific issue that
has been considered for elderly prisoners is
compassionate release and whether it should be
an option for some low-status offenders. Com-
passionate release programs are those which “call
for the early release of prisoners with terminal
illnesses that are expected to die within 6 months
and whose release poses no risk to society” (del
Carmen et al. 2008, p. 15). However, this too
continues to be a controversial means of
addressing the ever-growing proportion of elder
inmates.

Budgetary concerns will continue to increase
as the population increases, thus perpetuating the
argument for alternative options. Related to early
release for low-status elderly prisoners is the idea
of transferring some low-risk inmates to nursing
homes. However, there are still several issues that
exist with this alternative, including the fact that
the burden of paying for their care shifts from
prisons to other government agencies. Further-
more, statutes that require nursing homes
to make public the criminal records of their
residents may cause serious public backlash.
Although the inmates who were transferred may
be too unhealthy or physically unable to present
any harm to the other residents, the public may
still resent the idea of having convicted offenders
residing with other elderly people who have no
criminal record.

End-of-Life Issues

Yet another unprecedented challenge for correc-
tions management of older prisoners is the provi-
sion of end-of-life services. Action needs to be
taken to ensure that elderly inmates are
adequately provided for while incarcerated,
including those inmates who will pass away dur-
ing the span of their sentence. Presently, the
California Department of Corrections and Reha-
bilitation (CDCR) operates a licensed hospice for
terminally ill inmates. In New York, terminally
ill inmates are not dealt with according to age
per se, but rather their ability to take care of



66

themselves. Some 70-year-old inmates are in
very good shape while some in their 50s are not
(Gater 2010). In Virginia, end-of-life or palliative
care approaches are provided in-house, and
inmates are directly involved in delivery of hos-
pice services to fellow inmates in Angola,
Louisiana. Family involvement, including liberal
visitation, is also a vital feature to this process.
The balance is between addressing public safety
concerns while providing for the unique end-of-
life care requirements of the elderly (Gater 2010).

Elderly prisoners will continue to serve prison
sentences within facilities, whether it is offenders
who age while incarcerated or those who are
imprisoned at an older age. As a result, it will be
interesting to see if, or when, the Supreme Court
rules on a case dealing with the compassionate
release of an elderly, low-status offender who is
in fragile health. This is something to consider for
the future, knowing that the elderly prison popula-
tion continues to increase. Related to this is the
question of what is considered deliberate indiffer-
ence, and if these standards will also evolve over
time or if detaining inmates with chronic illnesses
who are almost to the point of death will ever be
viewed as cruel and unusual punishment. The
important question to ask concerning all of these
possibilities is if the country will ever be at a place
to allow such a release. As it stands now, the
general population may view compassionate
release as a policy that is too lenient for prisoners,
regardless of the crime they committed and their
current age and health condition.

Conclusions and Future Research

States are struggling with the best models of both
facilities and programs to deal with an aging
inmate population (Aday 2003). Also, the diver-
sity of the growing number of older offenders
should be recognized and incorporated into reha-
bilitative programs. In some cases, instead of
preparing the inmate for reentry as a productive
member of society, wellness programs which aim
to keep the individual alert and active are needed.
It is also the case that, in order to transfer elderly
offenders back to the community, housing and
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financial assistance must usually be secured for
inmates who have been imprisoned for long terms
and who have lost all contacts in the community.

There are several ways this current research
could be expanded upon in order to increase our
understanding of the health care of elderly inmates.
One interesting approach would be to study the
different needs that exist among male and female
elderly inmates, since men and women suffer from
different illnesses and chronic diseases throughout
the life course. Furthermore, some states have spe-
cialized facilities for male elderly inmates, but few
have such facilities for female elderly inmates.

Another area for more in-depth research will be
to further investigate different chronic illnesses and
ailments from which elderly inmates suffer.
Instead of looking at the health care of elderly
inmates in general, focusing on specific diseases
such as cancer and examining how prisons respond
to these inmates would be beneficial. Related to
this, some research indicates that those inmates
who have aged in prison may be healthier than
individuals who were older at the time of their
incarceration (Caverley 2006). Among other
things, this may give us a better assessment of the
health services provided in prison.

At this practical level, Aday (2003) points out
that corrections administrators and policy makers
still want empirical answers to some fundamental
questions. These include what may be categorized
as the relative costs (savings) to relative benefits of
long-term incarceration versus early parole or
extended medical furlough for infirm prisoners.
Administrators and policy makers also need more
information on aging lifers without parole and the
effects of long-term institutionalization, as well as
the impact of sentencing law changes on the size
of the long-term inmate populations. At both
programmatic and policy levels, there remain
many open questions and much work to be done
as it relates to the graying of the US prison
population.
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Overview

All over the world, unconvicted prisoners form
a large part of the prison population; in some
countries they even outnumber sentenced
prisoners. This is contrary to the fact that,
from the fundamental right to liberty and the
presumption of innocence, deprivation of lib-
erty must only be applied when less severe
mechanisms are insufficient to control the sus-
pect and to guarantee his or her presence at
trial. Generally, the principle of necessity or
subsidiarity must be applied in a way that the
suspect or accused may await the procedure in
unrestricted liberty or, in justified cases, under
specified conditions. The authorities may only
detain a suspect if no noncustodial options
are adequate to meet the established aims.
The available alternatives to pretrial detention
(conditional bail) and their use vary consider-
ably throughout the world. They may take less
invasive forms, such as release on recognizance
with some obligations attached or reporting
regularly to the authorities. But they also may
take the form of curfew, electronically moni-
tored curfew, or drug treatment. A problem that
arises from the use of alternatives to pretrial
detention are the potential for net-widening.
Additionally, there may be a hidden agenda of
punitive or coercive, and sometimes also reha-
bilitative or therapeutic, aims of alternative
measures that go beyond the legitimate goals
of ensuring that the suspect stands trial and
does not continue offending. Further problems
are the exclusion of foreigners or the poor from
such alternatives. Other questions relate to the
consequences of breach of conditions and how
periods spent or efforts made under bail condi-
tions may be credited in the sentencing
decision.
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Fundamentals on Pretrial Detention
and Its Alternatives

Statistical Background

According to the World Pre-trial/Remand Impris-
onment List (Walmsley 2008), two and a quarter
million people were known to be held in pretrial
detention and other forms of remand imprison-
ment throughout the world in 2008, and a further
estimated 250,000 were held in countries on
which such information was not available. At
midyear 2010, about 460,000 persons were in
pretrial detention in the USA (U.S. Bureau of
Justice Statistics 2011b). In the 47 Member States
of the Council of Europe, the number of remand
detainees amounted to 370,000; 136,000 of them
in the 27 Member States of the European Union
(Council of Europe Annual Penal Statistics 2011,
data for the year 2009). Globally, one out of every
three detainees has not been found guilty of
a crime (Open Society Justice Initiative 2011,
on the Basis of the World Prison Population
List, Walmsley 2007). In Europe, between 11 %
(Poland, Germany) and almost 60 % (Turkey) of
all prisoners are remand detainees (Morgenstern
2013). In the USA, the percentage was 28 % in
2010 (U.S. Bureau of Justice Statistics 2011a and
2011b), in Canada it was 37 % (Statistics Canada
2011, for 2009/2010). It is important to note that
in countries heavily burdened with high prison
population rates, remand imprisonment does not
always contribute greatly to this burden. On the
other hand, some countries seem to manage to
contain their overall prison population but have
a high number of remand detainees, so that their
share is considerable. This is a problem not
only for those affected but also for the prison
authorities, who must deal with these “prelimi-
nary prisoners.” Some of the obvious differences
are explained by different scopes and notions of
remand detention (see below), but the data
nevertheless show that, in many countries, the
remand population impacts significantly on the
overall prison population.

Statistical data on the use of alternatives to
pretrial detention are often hard to obtain and
even harder to compare. What can be seen, how-
ever, is that the use of precautionary measures
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during pretrial procedures varies greatly. In
England and Wales, 9 % of all persons charged
with an offense were remanded in custody in the
year 2009. While it is not exactly known how
many of the other 91 % were subject to bail
conditions (“alternatives to pretrial detention” in
the sense used here), research studies suggest that
this was the case for over half of them (Hucklesby
2011; Hucklesby et al. 2007). In Ireland, bail is
granted in about 25 % of all murder cases and
80 % or more in cases involving less serious
offenses (Mellett 2012). In New Zealand, 13 %
of all persons charged with an offense were
remanded in custody and 87 % were remanded
at large or on bail with or without conditions,
most typically the latter (Young 2012, for the
year 2008). In the USA, a study showed that, in
the year 2004, more than 40 % of defendants who
had state felony charges were detained in
custody. Released defendants were most likely
to be released on commercial surety or their
own recognizance (Viano 2012). In Germany, in
a sample of 1,000 recent convicts, 3040 had
been remanded in custody before. No statistics
on alternatives exist, but studies suggest that,
additionally, between four and ten of those
1,000 convicts had been under pretrial supervi-
sion in the community (depending, for example,
on their age; Morgenstern 2009, with further
references). In other states, remand detention
still clearly outnumbers unconditional or condi-
tional release. In China, for example, almost 80 %
of all suspects were detained on remand, more
than 16 % were released under supervision, and
only 4 % were released without conditions
(Zhang 2012).

Scope and Definition of Pretrial Detention

“Pretrial” and “remand” detention are used syn-
onymously here. It must be recognized, however,
that depending on the criminal justice system,
different scopes and definitions of remand
detention and consequently of its alternatives
exist. Remand detention may include pretrial
detention in a strict sense (police custody and
remand custody ordered by a judicial authority),
trial pre-conviction detention, and trial post-
conviction detention. The latter may include the
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period between conviction and sentence and
detention during an appeal or cassation procedure
(Morgenstern 2013). In all these stages, alterna-
tives may apply.

As indicated above, remand detention primar-
ily serves procedural purposes, that is, to prevent
a suspect from absconding or from tampering
with evidence. The justice system needs him or
her to be present and at its disposal — the etymol-
ogy of the word remand (from the Latin re- and
mandare, literally “order back™) points to this
original meaning. For this period of custody, the
term “pretrial” detention is also often used, but it
is obvious that remand detention may last longer
as it may extend beyond the beginning of the trial.
The legal status of remand prisoners is shaped by
two factors: the first has to do with criminal
procedure (i.e., the need for certain precautionary
measures), while the second relates to the pre-
sumption of innocence, which implies that an
unconvicted person must be treated as such and
may not be restricted in his or her rights and
liberties any further than absolutely necessary.
Additionally, it implies that a remand prisoner
must be treated differently from a sentenced pris-
oner. This latter principle plays a central role in
the theoretical underpinning of remand detention
as well as of the criminal justice system as
a whole. The role and scope of the presumption
are not entirely clear, not within certain jurisdic-
tions and even less in a comparative perspective.
They vary from a mere rule for the burden of
proof to an overarching principle to guarantee
procedural rights of the suspect or accused
(Ashworth and Redmayne 2010; Stuckenberg
1998, with further references). One difference
relates to the period during which the presump-
tion has an effect on those detained during
a criminal process. In most European countries,
persons are presumed innocent until there is
the last and final sentence and, therefore, are
(or should be) kept in institutions other than ordi-
nary prisons. In others, however, namely in
England and Wales (Morgan 1994), this is not
(necessarily) the case. Here, the presumption of
innocence expires with the conviction of first
instance. From a European perspective, both
concepts seem acceptable as the European Court
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of Human Rights (ECtHR) explicitly acknowl-
edged that the English practice meets the criteria
of Article 6 (2) and Article 5 (1) of the European
Convention of Human Rights (ECHR; Monell
and Morris v United Kingdom, application no.
9562/81 and 9818/82, judgment of 2 March 1987
and Wemhoff v. Germany, application no. 2122/
64, judgment of June 27, 1968, Series A No. 7).
These conceptual differences explain some of
the above-mentioned disparities in the size and
proportion of the remand prison population and
also have implications for the understanding of
alternatives.

Avoiding Pretrial Detention: Concepts

and Forms of Alternatives

The concepts and forms of avoiding remand
detention are diverse and relate to different sys-
tems of imposing detention. Generally, however,
judges all over the world find themselves in sim-
ilar situations when they have to choose between
three options for the suspect: The first option is
unrestricted liberty (release on recognizance) and
the sincere hope that the suspect will show up
once the trial starts. The second is conditional bail
or a similar concept with some safeguards put in
place by imposing certain obligations on the
suspect. The third option is remand custody.
To avoid remand custody, two models may be
distinguished. For example, the English (or
other Common Law) along with the Polish and
French practices can be described as choosing
from a continuum - from no restrictions
(unconditional bail) to more restrictions
(conditional bail) to a full restriction of freedom
(custody) (van Kalmthout et al. 2009a). The
German model is different: the legal hurdle to
order remand custody has to be taken (implying
certain thresholds, excluding minor offences
and a certain degree of risk of absconding or
collusion). Only if this can be done may the
judge choose less restrictions; that is, release the
suspect or accused under certain conditions
(conditional suspension of the arrest warrant).
Here, noncustodial measures are meant solely as
substitutes for detention and should be able to
avoid net-widening effects. More often than not,
however, they are merely used to shorten the term
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of remand custody and not as a substitute from
the outset (Morgenstern 2009). Other examples
for this substitution model are found in the
Netherlands (van Kalmthout 2009) and Denmark
(Rentzmann 2012).

Alternatives to pretrial detention may take
various forms, usually with obligations imposed
on the offender such as reporting to the police;
depositing of passports or other identity papers;
observing of orders relating to residence, work,
spare time, association with certain persons;
making oneself available for inquiries and
reports; submitting to supervision (involving
adherence to the instructions of the probation
service); residing in a special hostel or other
institution; undergoing psychiatric or addiction
treatment; participating in a day training pro-
gram; monetary bail; and curfew/house arrest
with or without electronic monitoring (this is by
no means an exhaustive list; examples are taken
from country reports in van Kalmthout et al.
(2009b) and van Kempen 2012). In these reports
as well as in this essay, the concept of “bail” is
frequently mentioned: it should be clarified that
this term does not only cover property or money
deposited or pledged to a court on the understand-
ing that the suspect will return for trial or forfeit
the bail. This sometimes is misunderstood when
the word “bail” is translated (e.g., into the
German word Kaution, caution in French or

fianza in Spanish, which all exclusively refer to

a financial surety). It rather must be understood in
a much wider sense as a status in which the
suspect is obliged to turn up before court or
before the police (often with conditions attached
to secure this aim). The measures listed above
stand alone or are conditions of bail or of the
suspension of detention that can be combined.
An accumulation of several bail conditions may
ultimately lead to severe restrictions of personal
liberties with a serious risk of breach.

Further practical and ethical grounds exist for
why unrestricted bail or alternative measures
should be applied instead of remand custody.
Usually, remand prisons are in far worse condi-
tion than ordinary prisons (Hucklesby 2002, for
England/Wales; van Kalmthout and Knapen
2012, with reference to the work of the European
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Committee for the Prevention of Torture, CPT
and examples from all over Europe; Maruna
et al. 2012, with examples from the USA). They
are often subject, far more than regular prisons, to
overcrowding (France and other countries, van
Kalmthout et al. 2009b) and they often are not
able to provide any meaningful activities for the
inmates, leaving them “languishing for weeks,
possibly months, locked up in their cells”
(European Committee for the Prevention of
Torture and Inhuman or Degrading Treatment
or Punishment 2010).

The Use of (Conditional) Bail and Other
Alternatives to Pretrial Detention

Grounds and Limitations

The legitimate aim of remand regulations, custo-
dial or noncustodial, is securing the attendance of
the defendant at the trial. Reasonable suspicion of
the committal of an offense is an undisputed
requirement. The traditional grounds to order
pretrial detention that are applied all over the
world are flight or risk of absconding, tampering
with evidence, interfering with witnesses, or oth-
erwise obstructing the course of justice (van
Kalmthout et al. 2009a). Increasingly, however,
preventive purposes play a role and are accepted
as legitimate aims as well (Ashworth and
Redmayne 2010, for England and Wales;
Morgenstern 2009, for Germany; Maruna et al.
2012, for the USA). The latter is acknowledged
also in the European Convention on Human
Rights (ECHR) as long as the danger of
re-offending is a concrete and palpable one.
Art. 5 ECHR generally secures the right to liberty
of everyone by restricting the grounds for deten-
tion: “[...]No one shall be deprived of his liberty
save in the following cases and in accordance
with a procedure prescribed by law.” The norma-
tive justification of pretrial detention follows
more specifically from Art. 5 (1) lit ¢ ECHR,
which allows “the lawful arrest or detention of
a person effected for the purpose of bringing him
before the competent legal authority on reason-
able suspicion of having committed an offence or
when it is reasonably considered necessary to

71

prevent his committing an offence or fleeing
after having done so.”

This must be read in conjunction with Article
5 (3) of the Convention, which incorporates
a number of essential guarantees in order to
make deprivation of liberty an exception to the
rule of liberty and to ensure that judicial supervi-
sion is in place. The European Court of Human
Rights has, on several occasions, stated that
pretrial detention shall be used only as a measure
of last resort. This, on the one hand refers, to the
shortest possible time spent in pretrial detention
(e.g., Wemhoff v. Germany, application no.
2122/64, judgment of June 27, 1968, Series
A No. 7) and, on the other hand, to the use of
alternatives from the outset (e.g., Neumeister v.
Austria, judgment of 27 June 1968, Series A No.
8; Jabtonski v. Poland, application no. 33492/96,
judgment of 12 December 2000; see also van
Kalmthout et al. 2009b, with further references).
Art. 9 of the International Covenant on Civil and
Political Rights (ICCPR) equally protects the
liberty of every person against arbitrary detention
without, however, specifying legitimate grounds
for pretrial detention. Art. 9 (3) ICCPR states,
somewhat more weakly than the ECHR, that
“[i]t shall not be general the rule that persons
awaiting trial shall be detained in custody, but
release may be subject to guarantees to appear for
trial, at any other stage of the judicial proceed-
ings, and, should the occasion arise for execution
of the judgment.” In addition to that guarantee of
personal liberty, and as mentioned already above,
it has to be taken into account that “[e]veryone
charged with a criminal offence shall have the
right to be presumed innocent until proved guilty
according to law.” (Art. 14 (2) ICCPR; Art. 6
(2) ECHR).”

Three consequences follow from these provi-
sions with regard to alternatives to pretrial deten-
tion. Firstly, there is a presumption in favor of
liberty, which must be interpreted as a right to
bail, or more precisely a right to have bail con-
sidered in every individual case (see, for exam-
ple, ECtHR, Caballero v. the United Kingdom,
application no. 32819/96, judgment of 8 February
2000: The applicant was arrested for attempted
rape and there had been a violation of Article 5
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(3) ECHR because the court refused the applicant
bail pursuant to a law that precluded — without
exception — all persons charged with, or earlier
convicted of, murder, manslaughter and rape
from being granted bail. This prevented the
courts from considering the particular circum-
stances of the case). This means, secondly, that
pretrial supervision measures generally are
restricted to the same aims and objectives as
pretrial detention. Thirdly, the same human rights
guarantees — safeguarding the right to liberty,
the presumption of innocence, and the principle
of minimum intervention — must be applied to
supervision measures that, albeit less severely,
restrict personal liberties and freedoms within
the community. Equally, due process safeguards
must be provided for, in particular the right to
judicial review and a proportionate approach to
breach of condition.

Further restrictions to impose pretrial deten-
tion and a larger scale of alternatives are provided
in the area of juvenile justice (see Diinkel et al.
2011; in particular, the chapter of Dinkel,
Dorenburg and Grzywa, 1747 ff), however, the
practice does not always consider them suffi-
ciently, partly because of a lack of resources in
the juvenile welfare agencies at the community
level.

Problems

Problems relating to the imposition and execution
of pretrial detention are widely acknowledged.
This is far less the case for its alternatives because
they operate below what can be called a custody
threshold and are, therefore (seemingly) less
troublesome. First of all, practical problems
relate to the availability of suitable and propor-
tionate alternatives to supervise suspects in the
community; either because of the lack of the
necessary infrastructure and human resources
(in particular, probation or other services able to
supervise efficiently) or because legislation does
not foresee enough noncustodial options (see
country reports in van Kempen 2012, and the
case studies in the volume compiled by the
Open Society Justice Initiative 2008). Particular
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problems arise for suspects who are not citizens
or residents of the state they are charged in. The
risk to abscond is easily assumed and noncusto-
dial options to supervise them are either not
deemed sufficient or are not be applied for prac-
tical reasons such as language difficulties, immi-
nent deportation, or the like (van Kalmthout et al.
2009a, with further references from the country
reports in that volume).

Where a range of alternatives exist, it is often
the neglect of human rights of a suspect, men-
tioned above, that may lead to serious problems.
There are, for example, indications that bail
conditions — unintended or intentionally — often
serve coercive, therapeutic, or punitive purposes
(Hucklesby 2011). The latter can be seen, for
example, when judges, particularly for juveniles,
want to start a meaningful program run by the
probation service without losing time during the
trial (Morgenstern 2009) or try to compensate for
far-reaching possibilities to suspend prison
sentences (Tange 2011). Whenever pretrial mea-
sures serve purposes other than securing the due
course of justice, because they are designed as
rehabilitative measures or therapy, it is important
to note that they depend on the consent of the
offender at that stage. Criminal Justice authorities
may also intend a smooth move from unconvicted
to convicted status for offenders supervised in the
community that, even if well-meant, equally
neglects that the person affected is still presumed
innocent. Even if programs are intended to
address social needs, negative impact can be
seen when they do not have “a consistent exit
strategy” (Hucklesby 2011, in an evaluation of
the “Effective Bail Scheme” in England/Wales).
First, these programs may ignore the fact that
a significant number of those suspects involved
are acquitted; here, social support instead of con-
tact with the criminal justice system would be the
only adequate way of assisting people. Second,
even when they are not acquitted but receive
another noncustodial sentence, they often may
fall out of the scheme immediately, which then
makes the support during the bail period
meaningless.

Another issue connected to the use of
alternatives to pretrial detention is their potential
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for net-widening. Although difficult to prove, some
indications can be found for this matter. It is note-
worthy that, in several of the countries that have
very high rates of pretrial prisoners, for example,
the USA and South Africa (van Kempen 2012; see
also Morgenstern 2013, on different rates in
Europe), alternatives — particularly conditional
bail — are applied on a large scale, while they are
hardly ever applied in other countries with moder-
ate or low rates (e.g., Germany or Norway). In an
illustrative country case study for Belgium, it is
shown that the introduction of alternatives was not
able to reduce the use of pretrial detention, albeit
crime rates only increased to a very small degree.
Instead, the number of conditionally suspended
warrants now is almost as high as the number of
arrest warrants (Jonckheere and Maes 2011). On
the other hand, we find examples of countries that
have a low rate of remand detainees making use of
bail to a high degree (Ireland; see Mellett 2012),
which shows that alternatives may be of great value
when they are carefully monitored. This refers both
to individual cases where it is particularly neces-
sary to adapt the measure to the suspect and also to
react adequately to breach of condition, and to the
legal and practical provisions of a criminal justice
system more generally.

Both aspects are equally important with regard
to electronically monitored curfew as bail condi-
tion. Electronic monitoring in various forms of
pretrial supervision is used in an increasing
number of jurisdictions (e.g., Australia, the
USA, New Zealand, England/Wales, Scotland,
and Belgium) and tested in various others (e.g.,
Germany, France, and Portugal). It is generally
acknowledged that it reduces the risk to public
safety from offenders living in the community as
it reduces the likelihood of individuals commit-
ting new offenses and acts as deterrence in rela-
tion to absconding from a curfew. On the other
hand, electronic monitoring often is experienced
as particularly intrusive and also impacts on other
persons living in the same household and, there-
fore, may be regarded as disproportionate in
many cases (Nellis et al. 2012; see also the entry
on electronic monitoring in this encyclopedia).

A further unresolved question is how periods
under conditional bail can be credited, particularly
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when electronic monitoring and other pretrial
supervision measures are involved that signifi-
cantly restrict the rights and liberties of the suspect.
While at least in most European states periods
spent in pretrial detention must be deducted from
the prison sentence, usually a day for a day (van
Kalmthout et al. 2009b), normally, no legal pro-
visions exist for these periods under conditional
bail. It is then left to the discretion of sentencing
judges whether and how they are credited. This
problem is aggravated by the fact that cases
where suspects are supervised in the community
procedures may take longer than in cases of pretrial
detention because the courts feel less committed to
ensure a speedy trial (Morgenstern 2009).

The risk of discriminating against foreigners
has been mentioned above. Serious disadvan-
tages for another major group of suspects can be
seen where bail is mainly understood as provid-
ing financial surety (bail bonds). In the USA,
where most states use a system of commercial
bail bonding, many suspects cannot afford to post
bail. This has been heavily criticized for several
reasons, among them the far-reaching and insuf-
ficiently controlled power of the commercial bail
bonding entities and their extended arms, the
bounty hunters. Most prominently, however, it
has been seen as clearly discriminating against
the poor (see Maruna et al. 2012, for a recent
account).

Future Developments

With relatively little attention paid by scholars,
conditional bail and other pretrial supervision
measures in some parts of the world have devel-
oped in a way that fits well with policy trends
toward a harsh response to (alleged) criminals,
a punitive turn and the “new penology” frame-
work. Indicators are the accumulation of intru-
sive bail conditions, certain net-widening effects,
privatization, and commercialization, often along
with the neglect of the presumption of innocence
and due process requirements (such as a review of
the measure imposed, the monitoring of those
implementing it, etc.). In other countries,
however, both unconditional bail and pretrial
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supervision measures in the community obvi-
ously are widely used, having a beneficial impact
on the remand practice and remand prison
population.

In recent years, not only pretrial detention but
also the aforementioned problems and the merits
of its alternatives have increasingly aroused
scholarly interest from a comparative perspec-
tive. Several volumes compiling case studies,
thematic essays, and country reports (Open Jus-
tice Initiative 2008 and 2011; van Kalmthout
et al. 2009b; van Kempen 2012) provide insight
in current developments throughout the world.
Nevertheless, sound criminological (empirical)
research is still needed in many countries, for
example, with regard to net-widening issues and
more generally the decision-making process
of the competent authorities, and also with regard
to discriminatory effects and implementation
practices.

In Europe, pretrial supervision more recently
became a matter of discussion for pan-European
criminal policy as the European Union adopted
a Framework Decision in this regard. It seeks to
avoid pretrial detention for EU citizens who are
not resident in the state where they are charged
with an offense (Council framework decision
2009/829/JHA of 23 October 2009 on the appli-
cation, between Member States of the European
Union, of the principle of mutual recognition to
decisions on supervision measures as an alterna-
tive to provisional detention, OJ L294/20). By
applying the principle of mutual recognition of
judicial decisions — the decision in this case being
the order to supervise the suspect — they shall be
able to return to their home under certain condi-
tions instead of being detained in the state where
they are prosecuted. Several issues are discussed
regarding this Framework Decision, namely
whether there is a real need for it and whether it
will have net-widening effects. Doubts are
particularly expressed as to whether it can really
function in the face of diverse legal and
practical provisions as well as different legal
traditions and cultures in the EU Member States.
Also, the Council of Europe (2006) adopted
a recommendation that contains safeguards for
the rights of pretrial detainees and also seeks to
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encourage the use of alternatives to pretrial
detention (Morgenstern 2013). Follow-up is
needed for both initiatives; whereas the recom-
mendation by the Council of Europe is soft law,
the Framework Decision must be implemented
by the Member States of the EU. Pretrial
supervision, therefore, will stay (at least for
now) on the European agenda.
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Synonyms

Anomie theory (strain theory)

Overview

For over a century, anomie theory has had
a profound impact on the direction of sociologi-
cal criminology. Originally emerging in classical
social thought as an analytical tool to study
how broadly defined social conditions influence
normative regulation and rates of deviant
behavior, anomie theory has been applied and
extended in different directions, guiding
macrolevel research on societal crime rates as
well as microlevel research on individual differ-
ences in crime. This entry reviews the theoretical
and empirical work on anomie and crime, starting
with the classic theoretical propositions and then
moving on to contemporary extensions and
applications.

Classic Anomie Theory

Anomie is introduced as an analytical tool for
studying the social causes of deviance in
the writings of the French sociologist Emile
Durkheim. Focusing on the structural bases for
social organization, Durkheim ([1893] 1984) first
uses the anomie concept in his classic work
The Division of Labor in Society to refer to
situations when society fails to provide the
appropriate cultural regulatory codes —normative
values and beliefs — that are necessary to regulate
the cooperation of individuals in complex
societies. “Equilibrium” between different parts
of the social system, Durkheim (p. 301) writes,
requires “predetermined rules of conduct”
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entailing “rights and duties” that are “obligatory”
and applicable in “most common circumstances.”
In a state of anomie, that is, when normative
values are weak, irrelevant, or absent, coopera-
tion becomes unstable and rife with conflict.

In Suicide, Durkheim ([1897] 1951) extends
anomie theory to study the consequences of
social disruption for well-being and deviant
behavior. Emphasizing that human aspirations
lack biological limits, Durkheim argues that
normative values are necessary to define and
restrain the desires of individuals so that they
can become achievable by the means available
to them. “A regulative force must play the same
role for moral needs which the organism plays for
physical needs” (p. 248). Thus, Durkheim
assumes that under “normal” conditions, social
values are in place that convince most individuals
that they are getting what they should and
that they are not justified in wanting more.
These include, for example, commonly accepted
standards that members of different social classes
can legitimately aspire to as well as rules speci-
fying how they can legitimately attain their social
positions (pp. 250-251). In a state of anomie,
society fails to produce normative values to
restrain the aspirations of many individuals
who may experience limitless and unattainable
aspirations, resulting in disappointment and frus-
tration that increases suicide and deviant
behavior (p. 293).

Durkheim goes on to discuss the social condi-
tions causing anomie in modern society, all of
which he regards as temporary by-products of
modernization. First, the weakening of traditional
institutions such as religion and marriage consti-
tutes a fertile ground for anomie, since the
main function of such institutions is to provide
moral regulation of goals and behavior. Thus, for
example, the institution of marriage regulates
desire for love and sex, but a high divorce rate
weakens this regulatory power, as it makes
married individuals aware of other possibilities
(Durkheim [1897] 1951, p. 271). Linked to
the weakening of traditional institutions is the
increasing dominance of the market economy in
the society, which Durkheim sees as a major
source of anomie. Increasingly unregulated by


http://dx.doi.org/10.1007/978-1-4614-5690-2_100020

Anomie and Crime

religion and other traditional institutions,
the sphere of “trade and industry” promotes
a cultural orientation of materialism that not
only encourages overweening ambition but rep-
resents it “as a mark of moral distinction”
(p. 257). For Durkheim, the disposition of exces-
sive materialism and unlimited want emerging in
the economic sphere extends to other parts of
society, further undermining the moral authority
of traditional institutions.

Second, Durkheim ([1893] 1984, pp. 310-322;
[1897] 1951, pp. 250-251) provides a link
between anomie and distributive justice, arguing
that since unequal opportunity contradicts the
cultural ideals justifying inequality in modern
society, it may cause anomie. Again, cultural
restraint on ambition is efficient insofar that it
makes individuals believe that they are not justi-
fied in asking for more. Since equal opportunity is
widely accepted as the just rule for the allocation
of social status in modern society, social practices
contradicting this principle — privilege, inheri-
tance, and the like, which Durkheim views as
remnants of traditional society — undermine
people’s sense of distributive justice. Thus, when
inequality is rooted in unequal opportunity, many
individuals see their social positions as unjustly
“forced” on them, and they thus think that
they deserve something better — another case of
society’s failure to place moral restraint on
ambition.

Finally, Durkheim argues that abrupt changes
may create a temporary state of anomie. Norma-
tive values change only slowly because they
emerge only in repeated social interaction.
Thus, slowly changing normative values will
fail to limit aspirations if they do not correspond
with a rapidly changing social reality. For
example, in modern society, economic fluctua-
tions routinely disrupt the connection between
social reality and normative values. Thus,
a sudden depression casts many individuals into
worse conditions than they have internalized
as just, while sudden growth raises prosperity
so rapidly that existing standards can become
irrelevant but “a new scale cannot be immedi-
ately improvised” ([1897] 1951, p. 253). In both
cases, normative regulation of aspirations is
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temporarily weakened due to rapid change,
resulting in widespread disappointment and
frustration.

Merton’s Anomie Theory

Durkheim’s discussion of anomie has influenced
criminological research, particularly through the
extension of Robert K. Merton (1938). While
Durkheim sees anomie as the consequence of
social change, Merton uses the anomie concept
to explain how stable features of contemporary
societies influence criminal behavior. Merton
focuses on a malintegration within and between
two fundamental components of society: cultural
structure and social structure. Cultural structure
comprises two distinct sets of commonly held
normative values governing the behavior of
individuals: values regulating goals, and values
regulating the means of achieving goals. Social
structure by contrast refers to ongoing patterns
of social relationships and positions. Merton
assumes that in a well-integrated society, the
cultural structure strikes a rough balance between
its emphasis on goals and means, that is, various
social mechanisms are in place that sanction
individuals roughly equally for striving for
normative goals and for using normative means
to do so. Moreover, a well-integrated society
comprises a social structure providing avenues
for most individuals to achieve valued goals via
normative means.

However, disjunctions can emerge among
these elements: On the cultural level, a disjunc-
tion may emerge between the relative emphasis
placed on goals versus means. Moreover, the
social structure may not offer opportunities for
many individuals to achieve normative goals
using normative means. Merton focuses on the
United States as a prime example of a society
characterized by such disjunctions. On the one
hand, its cultural structure overemphasizes goal
achievement, placing a pressure on all individ-
uals to strive for economic success but placing
comparatively little pressure on individuals to use
legitimate means to achieve such success. Thus,
there are more social rewards for achieving
economic success than for playing by the rules,
creating an imbalance that often encourages
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individuals to bypass the legitimate means and
“innovate,” that is, to use the most efficient
means to achieve economic goals, including
crime. Thus, support for the normative means is
weak and only personal interest and fear of
punishment are left to control behavior, which
therefore increases crime and deviance.

For Merton, this cultural imbalance is
manifested in the American Dream ideal that
places an exaggerated value on the single goal
of monetary success as a common goal for all
citizens to strive for, regardless of their social
background or position. The social rewards for
economic success are high almost regardless of
how it is attained, which leads to attenuation of
the normative values regulating means, that is, to
a situation of anomie, or normlessness.

On the other hand, Merton points out that
the social structure of American society is
characterized by economic and social inequality,
and hence, the cultural mandate to strive for
economic success creates strain for a large part
of the population that in fact has limited access to
legitimate means to achieve economic success.
The reality of inequality thus creates a lack of
legitimate avenues for many individuals to strive
for the valued goals, creating a strain toward
normlessness and crime. Individuals in the
lower social strata have the most limited access
to the legitimate means, and hence feel this strain
most acutely. The commonly valued goal of
economic success is most likely to undermine
commitment to normative means among disad-
vantaged groups and individuals. But, in an open
society, affluent members of the society provide
an influential reference point for economic
success, and thus, strain toward anomie and
crime is also felt in the middle and even the
upper middle classes where individuals may feel
deprived relative to those who are more affluent
than they are.

Contemporary Applications and
Extensions

The statements of Durkheim and Merton have
been applied and extended in several directions
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in crime causation research, both in macrolevel
and microlevel research. First, theorists have
elaborated and extended the propositions of
Durkheim and Merton regarding the macrosocial
conditions conducive to anomie, focusing in par-
ticular on inequality, materialism, and social
change. Second, scholars have applied and
revised anomie theory on the microlevel,
focusing on the interrelations among socioeco-
nomic status, goal-means disjunction, frustration,
normlessness, and delinquency.

Macrolevel Applications

Inequality
Based on anomie theory, particularly the
extension of Blau and Blau (1982), macrolevel
research has examined the association between
inequality and crime, particularly violent crime.
This work has interpreted anomie theory to imply
that extensive economic and social inequality may
increase crime in democratic societies. Again Mer-
ton emphasizes that economic inequality blocks
access to legitimate opportunities for a large part
of the population, producing strain as well as feel-
ings of injustice. Moreover, extending Durkheim’s
idea that unequal opportunity may lead to anomie,
Blau and Blau (1982) argue that excessive inequal-
ity in democratic societies may produce wide-
spread normlessness, resentment, and frustration,
especially if it is rooted in unequal opportunity.
Thus, anomie theory implies that the effect of
economic inequality on crime should be more pro-
nounced in cultures emphasizing economic goals
and equal opportunity. In such contexts, excessive
inequality is most likely to create normlessness and
resentment, due to widespread upward social com-
parison and relative deprivation (Stack 1984). Few
studies have tested this proposition, with the excep-
tion of Krahn et al. (1986) who finds support for
a more pronounced effect of inequality on homi-
cide rates in more democratic nations, and Stack
(1984) who does not find support for such a pattern
in his cross-national study of property crime. More
research is needed to examine how democratiza-
tion contextualizes the impact of inequality on
crime rates.
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Research has examined whether inequality
rooted in unequal opportunity increases violent
crime. Again, as Durkheim implies, social prac-
tices inconsistent with equal opportunity may
create a sense of distributive injustice, hence
undermining normative regulation and creating
widespread resentment, frustration, and conflict
in the society (Blau and Blau 1982; see Messner
1989). Blau and Blau (1982, p. 119) examined
metropolitan areas in the United States and
separated the statistical effects of economic
inequality and black-white inequality on violent
crime rates. Blau and Blau argued that while
economic inequality should generally increase
normlessness and frustration, racially based
inequality should do so in particular, as socioeco-
nomic inequalities associated with ascribed posi-
tions are condemned as illegitimate in democratic
societies. In support, the study found that
economic inequality and black-white inequality
both influence violent crime rates. Messner
(1989) has provided cross-national evidence on
this point, showing that nations with a high level
of economic discrimination against social groups
(e.g., ethnic minorities) have higher homicide
rates, net of economic inequality. Finally,
Chamlin and Cochran (2006) studied homicide
rates among 33 nations and found that a measure
of citizens’ perception of the illegitimacy of
social stratification has a positive effect on the
homicide rate, but the effect held only for highly
modernized societies.

Materialism and Social Institutions

Messner and Rosenfeld’s (2007) institutional
anomie theory elaborates and extends the classic
idea that excessive materialism breeds anomie.
Institutional anomie theory situates anomie in the
context of the broad institutional framework of
society, seeing it resulting from (as well as
exacerbating) an imbalance among the major
social institutions: economy, polity, education,
and family. These major social institutions entail
different orientations and sometimes competing
claims. The key argument is that when the insti-
tutional balance of power is tilted toward the
economy, that is, when the values of the economy
are given higher priority than noneconomic
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values, crime rates increase (American society
is discussed as a case in point).

The reason is that the dominance of economic
values undermines normative regulation (that is,
increases anomie) as well as informal social
control. First, the cultural dominance of the
value-orientations of the market economy,
namely, pursuit of self-interest, attraction to
monetary rewards, and competition, breeds the
type of cultural disjuncture that Merton sees in
the American Dream, namely, the cultural
overemphasis on economic goals coupled with
relatively weak emphasis on normative means.
Second, the dominance of the economy weakens
the moral authority of noneconomic institutions.
For example, individuals receive more social
rewards, such as prestige, for performing
economic roles than noneconomic roles, and
they frequently feel a pressure to give priority to
economic roles (e.g., to skip family dinner so
that they can work overtime). The regulatory
functions of noneconomic institutions are thus
weakened, reducing their crucial function in
providing informal social control through social-
ization and social sanctions.

Inrecent years, institutional anomie theory has
inspired macrolevel research on whether crime
rates are influenced by the relative strength of
economic and noneconomic institutions. The
theory has been tested in cross-national research
by treating low welfare state spending as an
indicator of economic dominance in the society.
Consistent with the theory, such research finds
that welfare state spending is associated with
less violent crime (Messner and Rosenfeld
1997), and it reduces the positive effect of eco-
nomic inequality on violent crime (Savolainen
2000).

Most tests of institutional anomie theory have
examined crime rates across states and counties
within a single society, mostly within the United
States. Measuring the strength of noneconomic
institutions with data on divorce, voter turnout,
civic engagement, educational and welfare
expenditure, and the like, this research generally
finds lower crime rates in places characterized
by stronger noneconomic institutions (Maume
and Lee 2003). Moreover, strong noneconomic
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institutions appear to decrease the crime-
enhancing effects of poverty (Chamlin and
Cochran 1995).

Social Change

Durkheim’s idea that social change can cause ano-
mie has prompted cross-national research to exam-
ine the association between modernization, social
change, and crime. For example, researchers have
recently used the opportunity to test anomie theory
by focusing on the crime-enhancing effect of the
social transition from communism to capitalism in
Russia (Pridemore et al. 2007), Eastern Europe
(Zhao and Cao 2010), and China (Liu 2005).

For example, Pridemore et al. (2007)
examined changes in crime rates in transitional
Russia, noting that Russia in the 1990s and 2000s
provides a unique large-scale natural experiment to
test Durkheim’s thesis. Following the dissolution
of the Soviet Union in the beginning of the 1990s,
the society was suddenly converted from commu-
nism into a market society, celebrating ideals of
open competition and individual achievement. The
sudden political and economic changes were not
accompanied by comparable institutional changes,
thus the “legal, political, regulatory, and social
institutions necessary for a properly functioning
market economy were and continue to be underde-
veloped in the country” (p. 275). As Durkheim’s
theory would predict, Pridemore et al. find huge
increases in rates of crime, suicide, and alcohol-
related deaths in Russia during this period.

The Missing Element of Social Values

An important limitation associated with macrolevel
research on anomie theory is the common failure to
include direct measures of normative values. None
of the aforementioned studies directly show that the
effects of structural factors (inequality, economic
dominance, social change) on crime are actually
mediated by normative deregulation. One way to
overcome this problem is to combine the use of
survey data and official statistics, but such research
has been rare. Baumer and Gustafson (2007) exam-
ined county-level crime rates in the United States,
using aggregated survey responses to examine nor-
mative values in combination with social structural
factors. Supporting anomie theory, the study found
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higher crime rates in counties characterized by the
particular cultural disjuncture discussed by Merton,
namely, strong average commitment to economic
success and weak average commitment to legiti-
mate means. Moreover, consistent with Messner
and Rosenfeld, the tendency for goals-means dis-
juncture to increase crime was less pronounced in
counties characterized by more family socializing
and more welfare assistance. Finally, consistent
with Merton, commitment to economic goals had
a more pronounced effect on crime in counties
where legitimate means are more limited and
unequal (indicated by low levels of educational
and economic attainment and high levels of
inequality).

Multilevel Approaches

Baumer (2007) has argued that since anomie the-
ory implies links among sociocultural elements,
individual attitudes and experiences, and criminal
behavior, a comprehensive test of it requires
a multilevel research strategy connecting group-
level and individual-level data. Multilevel tests of
anomie theory have been rare, however, with the
exception of a few recent studies. Zhao and Cao
(2010) combined survey data and official data and
examined the effect of national residence on the
experience of normlessness. Normlessness was
measured with survey items asking respondents
what they felt about the legitimacy of several
instrumental crime-related scenarios. The study
found citizens of Eastern European countries,
which at the time were undergoing rapid demo-
cratic transition, to exhibit more normlessness than
citizens of other countries (also, see Bjarnason
2009). Finally, a multilevel study by Cao et al.
(2009) found more normlessness in countries with
the most rapid population growth in recent
decades, again supporting the idea that swift social
change is conducive to anomie.

Microlevel Applications

Although classic anomie theory defines anomie
as a societal-level condition and emphasizes the
effects of macrosocial conditions on crime rates,
it has implications for microlevel research on
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individual engagement in crime. Merton’s dis-
cussion of how a cultural emphasis on economic
goals creates strain for individuals has been
applied, extended, and revised as microlevel
strain theory. Also, anomie theory has guided
research on the role of value commitments
(and lack thereof) in crime and delinquency.

Classic Strain and Subculture Formation
Early extensions of classic strain theory
attempted to integrate it with subculture theories.
Cohen (1955) argued that the emergence of delin-
quent subcultures among low class youths can be
seen as a collective response, a type of subcul-
tural adaptation, to structural strain. That is,
strained youths collectively adapt to the percep-
tion of blocked opportunities for conventional
success by developing an alternative status
system revolving around the subversion of con-
ventional norms. Cohen’s idea of subcultural
adaptation to strain is not easily studied with
quantitative data, but the notion that youths
adapt to blocked opportunities by collectively
creating a status system that defies common
norms is consistent with qualitative studies on
troubled working class kids (Willis 1977).
Cloward (1959) provides a different link
between anomie and subculture theory by empha-
sizing that access to illegitimate opportunities
is unevenly distributed in the society just like
access to legitimate opportunities. Criminal
behavior often requires and is greatly enhanced
by illegitimate opportunities, that is, exposure to
criminal networks and groups that entail social
learning mechanisms (techniques, attitudes, etc.)
as well as access to social networks that allow
individuals to profit from crime. Association with
criminal groups may thus explain why some indi-
viduals adapt to structural strain by engaging in
crime. In subsequent work, Cloward and Ohlin
(1964) argued that low class youths are differ-
ently exposed to criminal opportunity structures
in their neighborhoods, and hence adapt differ-
ently to strain. Some low class youths are
raised in neighborhoods characterized by a well-
developed illegitimate opportunity structure,
a tradition of criminal behavior that integrates
criminal activity and conventional business
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activity. These youths are exposed to opportuni-
ties to learn and use illegal means for their
advantage, and hence are more likely to adapt
to strain with utilitarian criminal behavior.
Conversely, low class youths in neighborhoods
with no legitimate or illegitimate opportunities
tend to adapt to strain by forming subcultures of
violence and vandalism.

Limited research has examined how illegiti-
mate opportunities may specify the effect of
strain on crime. Hoffman and Ireland (2004)
examined whether the influence of strain on ado-
lescent delinquency was contingent on school-
level opportunity structure (as indicated by the
school-levels of delinquency, delinquent values,
school problems, and school quality). The study
found that classic strain (measured as the disjunc-
tion between personal economic goals and
perceived educational opportunities) was posi-
tively associated with delinquency, but it did not
support Cloward and Ohlin as the effect of strain
was not contingent on school-level opportunity
structure.

Classic Strain and Individual Criminal
Behavior

Most research on strain theory has focused more
narrowly on the individual-level effect of strain
on criminal behavior, usually examining juvenile
delinquency. The research literature is character-
ized by different methods of operationalizing
classic strain. A common strategy has been to
assume that individuals are differently committed
to the goal of economic success, and will there-
fore respond differently to blocked opportunities
for success. Thus, having high success aspira-
tions and low expectations for success should
increase engagement in crime and delinquency
more than, say, having low aspirations and low
expectations. But, support for this hypothesis is
weak and appears to depend on the way in which
aspirations and expectations are operationalized.
Thus, studies have found little support for the
hypothesis that juveniles with high educational
aspirations but low educational expectations are
more delinquent than others (Liska 1971). But, as
Farnworth and Leiber (1989) argue, examining
the dysjunction between economic aspirations
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and educational expectations may be more con-
sistent with Merton’s emphasis on the strain
stemming from the cultural emphasis on eco-
nomic success. Their study and others (Hoffman
and Ireland 2004) find that having both
high economic goals and low educational expec-
tations is associated with increased adolescent
delinquency.

Other studies have operationalized classic
strain by focusing on expectations of success,
assuming that most individuals value the goal of
economic success. This work generally finds
a positive effect of low expectations on delin-
quency (Menard 1995), but the association may
be spurious due to missing variables from social
control and social learning theories (Burton et al.
1994).

Agnew et al. (1996) propose a different
approach to test classic strain theory. Instead of
focusing only on aspirations and expectations,
Agnew et al. argue that classic strain may be
directly operationalized by measuring the
individual’s subjective dissatisfaction with his
or her monetary status. Agnew et al. found that
low socioeconomic status is in fact positively
associated with dissatisfaction with monetary
status. Furthermore, net of socioeconomic status,
both high economic goals and low expectations
about future economic success, was positively
associated with monetary dissatisfaction, net
of socioeconomic status. In turn, dissatisfaction
with monetary status was associated with
income-generating crime and drug use. Finally,
the effect of dissatisfaction on crime was stronger
among those having criminal friends and those
having beliefs conducive to crime, lending
support for the role of illegitimate opportunity
in enhancing the effect of classic strain on
delinquency.

Menard (1995) has tested classic strain theory
by including a measure of normlessness, or
“anomia,” which is measured with questions
about the individual’s expectancy that socially
unapproved behaviors are necessary to achieve
one’s goals. Among other findings, Menard found
low socioeconomic status to positively influence
adolescent anomia, in part through the negative
effects of socioeconomic status on educational
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performance and expectations of success. In
turn, anomia was associated with delinquency.
Menard’s findings support classic strain theory,
indicating that limited access to legitimate means
is conducive to anomia and involvement in crime.

Finally, researchers have operationalized clas-
sic strain by focusing on relative deprivation
as a key social-psychological mechanism
through which the cultural-structural discrepan-
cies, described by Merton, produce anger,
normlessness, and crime. As Passas (1997) has
argued, in societies characterized by egalitarian-
ism and economic materialism, reference group
comparisons tend to be focused upward, with
many individuals in the lower and middle classes
experiencing anger and injustice due to unfavor-
able comparisons to more affluent members of
the society. Guided by this view, researchers have
found that measures of subjective relative depri-
vation, that is, the individual’s frustration about
other people being more economically successful
than they are, positively influences delinquency,
regardless of socioeconomic position (Agnew
et al. 1996; Baron 2004; Stiles et al. 2000).
In a multilevel study of adolescents, Bernburg
et al. (2009) argued that economic deprivation
should have a more pronounced positive effect on
adolescent anger, normlessness, delinquency, and
violent behavior in affluent neighborhoods (where
comparisons of poor youths to other residents are
highly unfavorable) than in impoverished affluent
neighborhoods (where comparisons of poor youths
to other residents are more favorable). The study
found evidence of such a pattern, thus supporting
the criminogenic role of relative deprivation.

General Strain Theory

In recent years, the revisionary work of Robert
Agnew has led research on the strain-crime link
to move away from anomie/classic strain theory
to focusing more generally on the criminogenic
effects of all categories of social strain. Agnew’s
(1992) general strain theory broadens the focus of
strain theory at the social-psychological level and
attempts to incorporate all major types of poten-
tially criminogenic social strains. Specifically,
the theory focuses on three major categories
of social strain. First, building on classic strain
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theory, it emphasizes that strain may stem from
actual or anticipated failure to achieve positively
valued goals. This type of strain includes the
failure to achieve culturally valued economic
goals (classic strain), but it also includes strain
stemming from a failure to achieve various other
valued goals, such as being popular or getting
good grades. Second, actual or anticipated
removal of positively valued stimuli may cause
strain, for example, loss of a parent or a friend.
The third type of strain is the presence of noxious
stimuli, such as being the victim of violence or
sexual abuse.

Each of these strains may trigger negative
emotions, including disappointment, fear, and
anger. The theory focuses on anger in particular.
Anger presumably increases the individual’s
level of felt injury, creates a desire for retaliation,
energizes the individual for action, and lowers
inhibitions, and hence increases the likelihood
of delinquent behavior. In short, the theory argues
that the three major types of social strains
increase the likelihood of delinquency because
strain often triggers anger and frustration.
Finally, the theory argues that various social and
personal factors are likely to determine whether
strain leads individuals to engage in delinquency,
for example, value commitments, social bonding,
and involvement in delinquent associations or
networks.

Due to the social-psychological focus of
general strain theory, research on it rarely
attempts to link strain with macrosociological
issues, but its broader view of social strain has
added to our understanding of the role of social
strain in delinquency. Studies show that various
types of social strain increase juvenile delin-
quency, including negative life events, conflict
with parents, parental fighting, and that such
effects are conditioned by factors such as associ-
ation with delinquent peers and having values
that are conducive to delinquency (Baron 2004;
Brezina 1996).

Microanomie

While classic anomie theory implies that strain
and frustration plays a role in crime and delin-
quency, it also implicates personal commitment
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(or lack of commitment) to social values as an
important factor in deviance (see Bernard 1987).
Again anomie refers to situations where social
values do not provide sufficient control of
the thoughts and behaviors of individuals.
Nevertheless, microlevel applications and exten-
sions of anomie theory have not focused much on
commitment to social values (Bernard 1987).

But there are noteworthy exceptions. Hagan
et al. (1998) argue that the core values of the
market economy, namely, the emphasis on compe-
tition and individual achievement, can promote an
excessive emphasis on individual self-interest that
in turn is conducive to anomic amorality (lack of
personal commitment to normative means) and
delinquency. Building on this idea, Konty (2005)
has termed the concept of “microanomie.” Konty
argues that individuals may be imbalanced in terms
of their commitment to values that promote social-
interest (self-transcendent values) and values that
promote self-interest (self-enhancing values).
When individuals are more strongly committed to
self-enhancing values than to self-transcending
values, they are in a state of microanomie.
Microanomie is criminogenic in that it encourages
individuals to pursue self-interested goals by
using any means necessary. Konty implies that
microanomie should be more prevalent in societies
characterized by the dominance of the economy in
the institutional balance of power, as Messner and
Rosenfeld’s institutional anomie theory suggests.
Although providing no evidence for this macro—
micro link, Konty’s study confirms a positive asso-
ciation between microanomie and delinquency.

It may be noted that research based on
social control theories has also attempted to
measure individual normlessness. But in contrast
to anomie/strain theory that sees normlessness
resulting from blocked goals, social control theory
argues that weak social bonds undermine commit-
ment to normative values because they constitute
channels for communicating and reinforcing nor-
mative values as well as entailing social sanctions
for norm violations (Bernburg and Thorlindsson
2007). Research has underscored the role of weak
social bonds and neighborhood networks in ado-
lescent normlessness and delinquency (Bernburg
and Thorlindsson 2007). Also, neighborhood
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research has relied on the normlessness concept
arguing that the concentration of disadvantage in
the neighborhood can lead to the “attenuation” of
normative values. As Warner (2003, p. 76) has
argued, disadvantaged residents are less likely to
“live out and thereby reinforce within their com-
munities many of society’s common values,” ren-
dering cultural values less present in their everyday
lives. Attenuation of culture decreases residents’
willingness to exert informal control of places and
property, due to mistrust stemming from the per-
ception of low normative commitment of others.

White-Collar and Business Crime

Criminologists have yet to make full use of
anomie theory in studying white-collar and busi-
ness crime, but this perspective appears to be well
suited for studying these topics. Building on
Durkheim’s idea that modern economic life pro-
motes an exaggerated materialism leading to lim-
itless monetary aspirations that breed anomie,
anomie scholars have emphasized that strain
toward anomie and crime exists in all social strata
(Passas 1990, 1997). Passas (1990) has argued
that in capitalist societies, egalitarian values and
materialism jointly promote upward social
comparisons and feelings of relative deprivation
in all social classes: “the meaning and content
of success goals vary from one part of the social
structure to another, similar difficulties in attaining
diversely defined goals may be faced by people in
the upper social reaches too; they are, therefore,
far from immune to pressures toward deviance”
(p. 159). Indeed, the cultural emphasis on eco-
nomic success is particularly salient in the corpo-
rate world. Scholars have suggested that the
overemphasis on economic goals may have impor-
tant effects on the ethical climate within business
organizations, for example, by promoting organi-
zational cultures that rationalize and neutralize
crime and unethical conduct.

There is limited research that has directly
applied anomie theory to white-collar, corporate,
and business crime, but noteworthy exceptions
(e.g., Vaughan 1997) indicate the usefulness of
this approach. Criminological research needs to
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move beyond its usual focus on delinquency and
street crime in order to examine the full range of the
explanatory power of anomie theory. Perhaps events
such as the global financial crisis of 2008 will
prompt criminologists to devote more attention to
developing research strategies to study these issues.

Conclusion

Anomie theory brings attention to the ways
in which macrosocial forces influence the power
of social values and norms in constraining
the behavior of individuals, thus highlighting
macrolevel as well as microlevel mechanisms in
criminal behavior. Consistent with anomie the-
ory, macrolevel research finds support for the role
of social and economic inequality, economic
dominance, and abrupt social change in societal
crime rates. However, this research is limited in
that it has usually failed to examine the role of
social values (or lack of values) in mediating the
effects of these features on crime rates. Recent
attempts to use survey data to measure social
values are promising, and will hopefully prompt
future macrolevel research on anomie and crime
to incorporate measures of social values.
Anomie theory has inspired different methodo-
logical and theoretical strategies to capture
the individual-level manifestation of anomie.
Scholars have focused on the role of opportunities
and subculture in specifying how individuals adapt
to blocked opportunities, and they have argued that
anomie results in individual strain that can be mea-
sured by focusing on goals-means dysjunction,
perception of limited life chances, relative depri-
vation, and subjective dissatisfaction with mone-
tary status. Finally, researchers have examined
how lacking normative restraint — anomia,
normlessness, microanomie — influences criminal
behavior. The variety of approaches at the individ-
ual-level bears witness to the fact that the broad
social forces emphasized by anomie theory can be
thought to impact crime through different social
and psychological mechanisms. As each of these
methods provides at least some support for the
validity of these mechanisms, strain and anomie
theories will continue to guide research on
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individual differences in crime. More research
is needed on how broad social forces influence
these microlevel mechanisms. Multilevel research
linking the macro- and microlevels is likely to
be especially valuable in providing full tests of
anomie theory.
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Overview

Geographical offender profiling (GP) is the
practical application of various geographical,
criminological, and psychological principles to
typically estimate the most likely area of an
offender’s home base (e.g., the offender’s
residence) or anchor point (e.g., place of work
or frequent activity) based on the location of their
criminal activity (e.g., crime sites) (Rossmo
2000). The output of a GP analysis can inform
ongoing investigative strategy in several ways
(Rossmo 2000): suspect prioritization, patrol
saturation, neighborhood canvasses, police infor-
mation systems, and DNA searches, to name
but a few (for further strategies used, see
Knabe-Nicol and Alison 2011). This entry aims
to introduce the reader to the environmental
criminological and psychological basis of
geographical profiling, discuss state-of-the-art
journey to crime (JTC) research, and advocate
the further integration of routine activity
theory into a geographical offender profiling
framework.

Although GP is not firmly grounded in empir-
ically tested theories (Levine 2005), it does
utilize several theoretical approaches from
the broader framework of environmental
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criminology: namely Crime Pattern Theory
(Brantingham and Brantingham 1984), the Rou-
tine Activity Approach (Cohen and Felson 1979),
and the Rational Choice Perspective (Cornish
and Clarke 1986). A number of researchers have
(partially) borrowed from these three theories to
develop mathematical and computerized models
to (typically) predict the location of an offender’s
home (see Canter and Youngs 2008a, for review).
However, to date, very few studies (see section “
Journey to Crime (JTC)” for areview) have tested
theories and/or provided empirical explanations
integrating the routine activity of offenders or
the socio-geographical features of the areas sur-
rounding crime locations (e.g., topography, trans-
portation routes, social nodes, etc.).

It is perhaps an obvious fact that to commit an
offense, an offender must, in all but the rarest of
cases, be at least for some time period in the area
of the crime location. Even so, an offender may
still live far away from that area and/or they may
only be in that area for a short period of time.
Nevertheless, the offender must be in that area at
some point and thus the area must form part
of geographic area they (now) know of — their
activity space. Further, several researchers (e.g.,
Canter and Larkin 1993) have suggested that
offenders, just like any other individual, will
routinely visit the same areas (e.g., activity
space) and are less likely to venture into unknown
areas of equal opportunities. This suggests that
offenders not only have areas of activity but also
areas of routine activity — places or area they
routinely travel to or through. According to
routine activity theory (discussed in detail in
section ““ Routine Activity Approach” below),
crimes (and their associated geographical loca-
tions) occur during this routine, normal activity
of everyday life. As such, offense locations may
give insight into that particular offender’s routine
activity — which may give rise to their identifica-
tion (Canter and Gregory 1994).

Thus, it is vitally important to know who is
routinely using the area in which a crime is
committed and for what reason because the
offender will theoretically be among this, albeit
potentially large, list of individuals. In spite of
this, the majority of GP approaches and
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computerized systems do not prioritize lists of
people known to use the area around a crime
location but instead typically prioritize areas to
investigate, which in turn, may generate a list of
actual suspects. However, even in cases where
a GP prediction of an area is so precise that it
pinpoints a single dwelling (e.g., a GPS coordi-
nate or prioritized area), the identity of the
offender is still not predicted, only that dwelling
is the area most “associated” with the crime
locations (e.g., may indicate a psychological
anchor point or place of importance to the
offender, such as their home). Arguably, this
can still be vitally important to an investigation
if accurate, but ultimately, incorporating infor-
mation on who (e.g., individual identities) rou-
tinely uses that space (among other types of
information) may elicit a more comprehensive
view of the crime location area, potentially iden-
tifying the actual perpetrator.

In the latter half of this entry, the current
authors call for a greater integration of routine
activity theory in GP research and theory,
highlighting the current practices of geo-profilers
and future directions of geographical profiling.
However, first, the underlying theoretical aspects
of GP, the state-of-the-art research in JTC
analyses, and the prominent debates within the
literature will be highlighted. Our aim is to state
the importance of moving away from a largely
mathematical and computational approach focused
on predicting an offender’s home base (or anchor
points) using only x/y coordinates to a more
substantive and comprehensive psychological
sociological and criminological GP model.

Describing Offender Movements:
Environmental Criminological Theory

There has been a long history of describing the
geographical or spatial movements of offenders
(see Canter and Youngs 2008b for review).
Research has developed largely from a crimi-
nological perspective, describing the move-
ment in relation to differences in offender
characteristics, victim types, and cultures and
most commonly in relation to sex offending
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(e.g., Rossmo 2009, for review). The basis of
the environmental criminological perspective
will now be discussed.

Crime Pattern Theory and Awareness Space
In their seminal Crime pattern theory,
Brantingham and Brantingham (1984) consider
how offenders move about in time and space.
Building on the work of urban planners, they
suggest that the spatial occurrence of crimes is
not random, but directly related to the immediate
physical and environmental circumstances.
Brantingham and Brantingham (1984) propose
that offending has a rational basis as offenders
move predominantly within familiar spaces in
which they identify potential targets. Therefore,
each person’s own activity space is confined by
their awareness space, which is reflected in each
individual’s own “mental map.” The latter is
a unique cognitive representation that explains
and defines each individual’s awareness space,
where the activity space represents the habitual
area that the offender uses for the majority
of his non-criminal activity. However, the
nonuniform distribution of targets (e.g., victims)
causes criminals to offend in a subset of their
awareness space, termed the opportunity space.
Activity space and opportunity space will most
likely overlap completely (Brantingham and
Brantingham 1984). Hence, the opportunity space
(e.g., criminal area) of an offender can also reveal
the non-criminal activity space (e.g., routine activ-
ity space) of the same individual.

Routine Activity Approach

Routine activities approach posits that offender
and victims (or targets) usually meet during daily,
non-criminal activities or routines (Cohen and
Felson 1979). In other words, crime originates
in the context of the normal everyday routines
as three spatiotemporal factors converge:
a motivated offender, a victim or potential target,
and the absence of a capable guardian (Cohen
and Felson 1979). This is important for practical
purposes since it suggests that offenses commit-
ted in a rather spontaneous fashion are likely to be
in an area familiar or habitual to the offender.
Thus, it may be hypothesized that a rapist that
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attacked his victim in an impulsive or opportu-
nistic way was in the area for non-criminal rea-
sons (e.g., on his way home from his local bar). In
other words, the area is likely a part of the
offender’s routine activity space and, as will be
discussed in later sections of this entry, there is
possible information (e.g., eyewitness, archival
records, parking tickets, etc.) relating this partic-
ular offender to that particular activity space,
potentially leading to his identification.

Rational Choice Perspective

The rational choice perspective suggests that
crime is committed in terms of a multi-level,
goal-oriented, purposeful, and crime-specific
decision-making process, especially concerned
with the analysis of costs versus benefits within
a constrained situation (Cornish and Clarke
1986). However, determining the proportion of
offenders using an implicitly unconscious cogni-
tive or consciously reasoned cost-benefit analysis
to commit crime is difficult. On the other hand,
the concept of “satisficing” could account for
a rather intuitive approach of offender decision
making (Canter and Shalev 2000). Satisficing,
derived from “satisfy” and “suffice,” refers to
the acquirement of just enough information to
make an acceptable but non-optimal decision.
This is also supported by recent research investi-
gating the heuristics burglars use to determine
whether or not a house is occupied (Snook et al.
2010). Regardless of the underlying decision pro-
cess, Cohen and Felson (1979) propose that the
rational choice perspective better accounts for the
content of the decisions, while routine activities
approach better accounts for why decisions
are made.

Theory Summation

These three general environmental criminologi-
cal theories converge in the following way:
Offenders are relatively more compelled to com-
mit an offense (than not) if the situation is attrac-
tive (routine activity approach), if it occurs in
a familiar environment (crime pattern theory)
and yields a desired reward (rational choice per-
spective). Such an environmental criminology
perspective emphasizes the complex interplay of
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the offender motivation, situational factors, geo-
graphical location, and the victim or target in the
genesis of a criminal event.

Geographical Offender Profiling (GP)
Theory

In order to understand, and ultimately predict, the
geographical mobility of offenders, one must
take certain psychological principles into consid-
eration, hence the emergence of the application of
psychological principles to geo- and environmen-
tal criminology, namely, geographical offender
profiling.

The Circle Hypothesis: Commuters

and Marauders

It has been postulated that an offender’s home is
a psychological anchor point that influences their
geo-spatial movements and criminal activity
(Canter et al. 2000; Gabor and Gottheil 1984,
Rossmo 2000). In fact, over 80 % of the homes
of serial rapists (Canter and Larkin 1993) and
arsonists (Kocsis and Irwin 1997) were located
in the center of a circle whose diameter was
defined by the two most distant crime locations
in their series.

This phenomenon, now known as the “circle
hypothesis” (Canter and Larkin 1993), led to the
bifurcation of offenders into marauders and
commuters. The former live somewhere within
the area circumscribed by their offenses, with
their home base as the nexus of their criminal
activity (e.g., they offend outwardly from the
center of the circle). Conversely, commuters
live outside the circle, which may be due to
more optimal offending opportunities elsewhere
from the area around their home. However, the
ratio of marauders to commuters found initially,
roughly 80-20 % respectively, has not been con-
sistently observed. For instance, looking at inter-
national studies, the percentage of serial raping
marauders varies from 60 % to 71 % in Germany
(Janke and Henningsen, 1995 in Mokros and
Schinke 2006 and Snook et al. 2005a, respec-
tively), 71-93 % in Australia (Kocsis and Irwin
1997 and Meaney 2004, respectively), while
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research into serial property offenders has found
an approximately 50/50 split between commuters
and marauders (Van der Kemp et al. 2005).

Even considering a liberal proportion of com-
muters (20 %), one in five offenders typically live
outside the area circumscribed by their offenses,
making any GP predictions of where the offender
lives based on the circle hypothesis alone
inherently flawed. Therefore, before embarking
on GP analysis, Rossmo (2000) suggests that it is
imperative that the geo-profiler establishes
whether the offender is a commuter or marauder
(or “poacher’ or “local hunter” in Rossmo terms,
respectively). Although Rossmo does not
elucidate on how this distinction is to be
accomplished (Van der Kemp et al. 2005), some
researchers have suggested a framework to
predict whether an offender is a commuter or
marauder (Meaney 2004), albeit with limited
success (Paulsen 2007).

Thus, it seems that although utilizing the
circle-hypothesis principle to predict the home
location of an offender is unlikely to be enough
to produce accurate results in all cases, it is not
without its theoretical wisdom. Conceptually,
the circumscribed area is identical to that of
Brantingham and Brantingham’s (1984) criminal
space, a subset of the offender’s overall routine
activity space. Therefore, the circle hypothesis
may be a useful “rule-of-thumb” to begin con-
ceptualizing the routine activity space of the
unknown offender — the area the offender may
commonly frequent in their everyday normal life
as well. Accordingly, one can begin to investigate
what features that space has, how that space was
used in the criminal activity, and importantly,
why the offender chose that particular space
in relation to their criminal activity. A careful
examination of the nature of the space and its
relationship to the routine activity space of the
individuals within it may help to develop
a richer geo-profile of the crime or crime series.
In a routine activities approach to GP, what
topographic features, transport routes, socio-
geographical aspects, etc., of that area are likely
influencing the offender and how does that
inform predictions or prioritization of the
offender?
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Geo-spatial Decision Making: Distance-Decay
Theory

The least-effort principle (Zipf 1965) offers
a very plausible explanation of an offender’s deci-
sion-making process in selecting criminal activity
targets by postulating that an individual faced with
alternatives will most likely choose the easiest
course of action. This appears to be supported by
a wealth of research on distance-decay theory
(e.g., Snook et al. 2004) which states that the
probability of offending decreases with increasing
distance from the offender’s home. The generaliz-
ability of distance-decay as a function of various
types of crimes and individual offenders has been
both supported (Rengert et al. 1999) and contested
(Townsley and Sidebottom 2010; Van Koppen
and De Keijser 1997). For example, first Van
Koppen and De Keijser (1997) and later Townsley
and Sidebottom (2010) demonstrated that the
phenomenon of distance-decay may be due to the
aggregation of the individual variations in dis-
tances traveled by offenders, not by the individual
distances themselves. However, a recent study by
Bichler, Christie-Merrall, and Sechrest (2011) sup-
ports the robust findings of distance-decay advo-
cated by Rengert et al. (1999), suggesting that the
ecological fallacy argument in distance-decay
research is perhaps unwarranted.

Nevertheless, on an individual level, the least-
effort principle, routine activity approach, and
rational choice perspective offer explanations of
offender movements and geographically related
offending decisions. Pragmatically, it takes time,
resources, and effort to overcome distance. Thus,
close targets and locations — especially those
involved in daily routines — are preferable to
those further away if the subjective benefit remains
the same. Additionally, it is more challenging
to function effectively in an environment one
knows little about which makes familiar areas
more attractive (Bernasco 2007). The inherent
nonuniformity in target (or area) attractiveness
and familiarity in offenders’ routine activity
spaces offers rational choices to be made — if (or
when) I offend where should I do it and how close
is too close to home?

Accordingly, distance-decay is thought to
be modified by two additional rational choice
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perspectives: specialist selectivity and buffer
zones. Pettiway (1982) found that specialist
selectivity is best reflected in the amount of effort
that an offender puts into planning and selecting
a crime. Criminals that were more specialized
and selective in their choice of targets did not
follow normal distance-decay patterns, but
offended further away from home. This appears
to apply interrelatedly across crime types as well,
with the more impulsive crime of rape occurring
closer to home than carefully planned armed rob-
beries (Pyle 1974). Furthermore, the risk to the
offender of being identified may result in /less
criminal activity around the offender’s home.

This area, of relatively higher risk to the offender
of identification, the so-called buffer zone
(Brantingham and Brantingham 1984), exists as
a sort of bulwark between the offender’s activity
space (e.g., home) and their criminal opportunity
space. Research findings are mixed with regard to
the existence of a buffer zone, some studies show
confirming evidence (e.g., Canter and Larkin 1993;
Dern et al. 2005; Rossmo et al. 2004) while other
studies refute it (e.g., Levine 2005). However, it
seems plausible that a buffer zone may exist and
that it may be closely related to population density
such that offenders operating within areas of high
population concentration (e.g., urban areas) are less
likely to have “buffer zones” as these areas offer
greater anonymity than less densely populated
areas. Additionally, Goodwill and Alison (2005)
argue that, particularly for violent and sexual
crime series, the buffer zone may expand from
one offense to the next as the offender’s perception
of risk and consequence of detection increases. At
the least, it is conceivable that an offender’s percep-
tion, his psychological understanding, of the area
that he offends influences whether he feels there is
an increased or decreased risk of identification due
to the familiarity or anonymity the areas provides.
Applying this to geo-OP would require the reverse
logic, potentially making an inference about how
much risk the offender perceived to predict how
familiar they might be to that area.

Journey to Crime (JTC)
As discussed in section “ The Circle Hypothesis:
Commuters and Marauders,” the “psychological
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center” of most individuals lives is their home
(Gabor and Gottheil 1984), this is also literally
the case in strictly geographical terms (Canter
and Larkin 1993). Research has consistently
found that most offenders, across many types of
crimes, commit their offenses in areas that form
a routine part of their lives (e.g., Cornish and
Clarke 1986; Rengert et al. 1999) and thus the
central point of their offending is hypothesized to
be their home (Canter and Gregory 1994; Canter
and Larkin 1993; Snook et al. 2005b). Further, it
has been theorized that offenders travel outward
from their homes to commit offenses based
on various psychological, geographical, and
situational aspects (Goodwill and Alison 2005).
Researchers have utilized this theoretical
approach by considering that the distance an
offender travels to their crimes from their home
(journey to crime, or JTC) may be related to
various aspects of their character or situation.

Distances and Offense Characteristics

Overall, the JTC distance an offender travels has
been found to vary between crime types (Goodwill
and Alison 2005; van Koppen and Jansen 1998)
and across individuals (e.g., van der Kemp and van
Koppen 2007). Goodwill and Alison (2005) illus-
trated that serial murderers traveled in a far more
distributed pattern than serial burglars and rapists,
based on sequential angulation scores and pattern-
analysis techniques. However, the displacement
within a sexual offense (e.g., contact location com-
pared to the offense location compared to the
release/disposal location) has evidenced no clear
patterns (Dern et al. 2005; Rossmo et al. 2004).
Across individuals, research (see Wiles and Cos-
tello 2000) has indicated that the more person-
targeted, expressive offenses (e.g., rape, murder)
tend to occur much closer to the offender’s anchor
point or home base (e.g., shorter JTC distances)
than object-targeted, instrumental offenses (e.g.,
burglary, armed-robbery, etc.). For example, Van
Koppen and Jansen (1998) found that bank robbers
will travel farther, typically over 10 km, for greater
rewards, whereas rapists appear to travel on aver-
age just 2.5 km (Rossmo 2009). Dern et al. (2005)
illustrated that planning rapists had significantly
larger JTC distances than those that acted
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spontaneously. Further, Santtila et al. (2007) and
Rossmo et al. (2004) found sexual offenders that
used vehicles and exhibited planning in their
offenses traveled farther than sexual offenders
who did not. Clearly the access to a vehicle enables
an offender to cover greater distances and has thus
been found to be positively correlated to distance
traveled in German sexual murderer body disposal
sites (Snook et al. 2005a) and Dutch robbery crime
locations (van Koppen and Jansen 1998).

Temporal aspects of an offense are also posited
to relate to JTC distance (Ratcliffe 2006), in which
“weekend” rapists in the UK traveled longer dis-
tances than “work-week” offenders (Canter and
Gregory 1994), as did day-time as opposed to
night-time rapists (Santtila et al. 2007). Mokros
and Schinke (2006) offer a hypothetical explana-
tion of disparate JTC distances based on temporal
aspects by suggesting that offenders who work
during the week may be more socially integrated
into their surroundings and thus may feel the need
to move either farther away from their home (typ-
ically on weekends) or to attack at night to avoid
being identified by potential witnesses. Similarly,
Rossmo (2000) suggests that the opportunity for
night-time offenses is spatially biased toward cer-
tain activity areas: A rapist is much more likely to
find a suitable victim in an urban night-time enter-
tainment area or arterial routes of a city than in
arural area in general. In fact, utilizing the tempo-
ral aspects of a crime series to predict the home
base of an offender was introduced by Kind (1987)
in the “Yorkshire Ripper” investigation in the UK.
Kind (1987) combined the time when murders
were committed with assumptions about the
offender’s routine activities, concluding crimes
later in the day would be closer to the offender’s
home base.

Distances and Offender Characteristics

Research has consistently shown that many
offender characteristics are related to JTC
distances and the overall spatial behavior of
offenders. For example, JTC distance varies with
gender (Wiles and Costello 2000), race (Canter
and Gregory 1994) intelligence (Pettiway 1982),
and arguably age. Some research has found
age and JTC distance in rape offenses to be
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positively correlated (Dern et al. 2005) while other
studies have found no significant age-related
trends (Rossmo et al. 2004; Wiles and Costello
2000). However, age-related studies may be
confounded by the fact that younger offenders
may commit crimes closer to home due to lack of
vehicle access (Dern et al. 2005).

Other relationships between offender charac-
teristics and crime distances have also received
mixed support (Mokros and Schinke 2006). For
example, across several disparate crime types,
offenders with previous convictions appeared to
travel longer distances (Gabor and Gottheil 1984;
Rossmo et al. 2004), whereas others have failed
to find such a relationship (Dern et al. 2005).

The inconsistency of findings relating JTC dis-
tances to offender characteristics is perhaps not
surprising; offenders, particularly across crime
types, will make risk versus reward and cost versus
effort judgments disparately (Goodwill and Alison
2005). This has an effect on comparative distance-
decay readings which will inevitably reveal that
different types of offenders may form subgroups
where interrelated JTC distances are significantly
different than intra-subgroup or aggregated group-
level distances. This has led researchers (see, e.g.,
Santtila et al. 2003) to suggest that JTC research,
based on distance-decay modeling to predict
offender movements, is limited in use if not cali-
brated on the subgroup (e.g., offense type) and
area (e.g., city or neighborhood) under scrutiny.
Moreover, as JTC studies are not typically focused
on why the particular pattern or distance-decay
model exists for a given group of offenders, there
is little prospect of applying these findings in real-
world investigations.

Distance-Decay Models and
Computerized Geographical Profiling
(CGP) Systems

GP has seen rapid growth both in academic interest
and practical use. As crime analysis in general has
increased, policing agencies around the world have
begun to increasingly focus on the operational
use of geographic profiling in case investigations
(Van Schaaik and van der Kemp 2009).
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Although in recent years, the breadth of opera-
tional issues and support a geographical profiler
may be involved in has increased (see section
“Beyond the Pins: Revealing How UK Geo-
profilers Operate” for discussion), the primary
role of geographic profilers is still often to predict
offender anchor points (e.g., their home, place of
work, etc.) through the computerized analysis
of crime locations (e.g., approach, abduction,
offense, release sites, etc.). There are several com-
puterized geographical profiling (CGP) systems
used by police investigators and geographical pro-
filers and these mainly differ in how they apply
various forms of the distance-decay function to
produce probabilistic predictions of offender
anchor points.

Dragnet (Canter et al. 2000), Rigel (Rossmo
2000) and CrimeStat III (Levine 2010) are the
most common CGP systems. Dragnet utilizes
a negative exponential function for the computa-
tion of distance-decay so that as an offender moves
away from their home base, the probability of
offending decreases exponentially. Rigel utilizes
a distance-decay function with two parts, the first
being a positive linear exponential function and the
second a negative exponential function. Rossmo
has not stated explicitly in his published work on
Rigel, but it can be hypothesized that the first
positive linear function reflects the assumption
of a “buffer zone.” CrimeStat III can utilize
a number of JTC distance-decay functions, includ-
ing a Bayesian JTC module, or calibrated functions
based on an analysts’ or researchers’ own
data. Similar to Dragnet and Rigel, it creates
a probability grid in which each observation falling
into an area (or “bin”) is replaced by a density
function (or “kernel’’). The sums of those probabil-
ities across the search area indicate the most likely
areas that an offender may live Santtila et al. 2007).
Density functions are used to enable a “continuous
distribution” without probability “borders” giving
a more realistic interpretation of the probability
distribution for offending (Santtila et al. 2007, p. 5).

Although these approaches are useful tools for
mathematically predicting likely areas of the
offenders’ anchor points (e.g., home, work, etc.),
they are limited by the fact that they all assume
a uniform distribution of targets across the search
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area by default (Kent and Leitner 2009). However,
the latest version of CrimeStat (ver. 3.3) can utilize
a Bayesian origin-destination function that can
model previous crime activity and offender
home-base backcloths (Levine 2010). A study by
Van Koppen, Elffers, and Ruiter (2011) sought to
develop an ex ante test based on the distribution of
targets to determine if geo-OP was possible for
a particular series. Although the results proved
accurate in determining if a crime series followed
a specific distance-decay pattern, it is still unclear
what influence that may have on the ability to
provide useful geo-OP advice. Nevertheless, if
target backcloth is ignored, much of the informa-
tion needed to make an accurate probabilistic esti-
mation of the offender’s anchor points cannot be
made (Bernasco 2007). Next to the distribution of
targets, the offenders’ activity space is also
influenced by environmental factors such as
lakes, rivers, highways (Kent and Leitner 2009),
and also by social boundaries, such as neighbor-
hoods (de Poot et al. 2005), which are again, not
considered. The saturation of targets is itself
related to the environmental characteristics of an
area; high-rise buildings might give less opportu-
nity to commit burglaries, for instance. The crea-
tors of Dragnet, Rigel, and CrimeStat all purport
that these factors should be taken into consider-
ation when “applying their tools” by “trained geo-
profilers”’; however, how this is to be done has not
been explicitly stated or published (Snook et al.
2004; Van der Kemp and Van Koppen 2007).
Finally, most CGP systems, and the vast
majority of the GP and JTC research, rely on
using straight-line (e.g., Euclidian) distance to
compute JTC and home-base predictions (Kent
et al. 2006). As Kent et al. (2006) point out this
means that current profiling models assume an
isotropic surface, where impedance is uniform in
every direction. As a result, contemporary GP
techniques do not accommodate the inherent var-
iations of an area, such as the influence of
a particular transportation network, landscape
features, land-use policies, physical and psycho-
logical boundaries, etc. However, on a different
note, Kent et al. (2006) suggest that a more real-
istic way to model the geographic space offenders
are utilizing is to use a street-grid system
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(e.g., Manhattan distance) that better captures
the potential travel patterns of offenders.
Although Manhattan distance may be a more
appropriate measure for North American cities,
that typically have a grid-style pattern of roads
and transportation networks, many cities in
Europe have circular-style grid pattern in which
a Euclidian approach may be more effective
(Canter and Youngs 2008a). In this regard,
a novel method proposed by Trotta, Bidaine,
and Donnay (2011) does take account of the
road networks surrounding crime locations inves-
tigating the effect of driving time and speed.
Clearly, such an approach has a greater potential
benefit for real-world investigative applications
than elaborating on distance-decay functions that
ignore important environmental aspects.

Computerized Geographical Profiling
Systems in Practice

In terms of geographical profiling success, van der
Kemp and van Koppen (2007) summate that geo-
graphical profiling “. . .has the ring of being very
successful, but no study to date demonstrates that it
is successful in helping police investigations in
more than a small percentage of cases.” As only
a few cases seem to reach the threshold criteria
(Rossmo 2000) for applying geographical profiling
analysis, this may not be that surprising. For exam-
ple, Rossmo argues that in order to establish
a pattern, Rigel requires at least five related or
linked crimes (Rossmo 2000). Research by
Snook, Zito, Bennell, and Taylor (2005b) contest
Rossmo’s assertion, citing a lack of substantial
empirical underpinning of the criterion. However,
more recent research by Leitner, Kent, Oldfield,
and Swoope (2007), replicating the work of New-
ton (1988) on serial murder, has shown that pre-
dictions of an offender’s “haven” (e.g., a home
base or anchor point) becomes successively more
accurate after the fifth offense in a series in urban
burglary data. Nevertheless, in reality, the point
may be moot as recent research by Knabe-Nicol
and Alison (2011) report that UK geo-profilers
nevertheless provide investigative advice in
a substantial amount of single offenses (39 % of
cases from 2002 to 2007) often in which only one
crime location is known.
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The Man (e.g., heuristics) Versus Machine
(CGP Systems) Debate

A publication by Snook, Canter, and Bennell
(2002; later followed by Snook et al. 2004) called
into questions the benefit of computerized geo-
graphical profiling (CGP) systems, such as Rigel,
Dragnet, and CrimeStat. An academic debate
emerged between Rossmo and Snook and col-
leagues, the latter presenting empirical evidence
that students using simple heuristics could predict
an offender’s home base as accurately as a CGP
system (Rossmo’s Rigel CGP) using simple
geo-profiling heuristics. Although this debate
led to an important increase in research empiri-
cally scrutinizing CGP systems, it also spawned
numerous research studies that sought to produce
the most optimal distance-decay algorithm for
use in CGP systems using a multitude of meth-
odologies (see Kent et al. 2006, for review).
However, it is suggested that the search for the
most optimal method or algorithm for determin-
ing the home base of an offender from only x/y
coordinates on a map perhaps misses the overall
point of the GP — to examine the geographical
movements and decision making of an individual
offender for the purposes of identifying or prior-
itizing areas of interest or, even better, offenders.
In other words, the pragmatic utility of using only
a CGP system or only a heuristic approach and
not considering the target type, distribution, or
attractiveness (Bernasco 2007) is questionable on
a number of compelling grounds (for further
review, see Stangeland 2005). By the same
token, the results of Paulsen (2006) are quite
telling, no matter whether anchor point predic-
tions were based on human judgment, geometric
principles, or distance-decay functions, they were
all still off the mark.

Pragmatic Use of Geographical Offender
Profiling (Geo-OP)

Why Are Those Pins, in That Pattern on That
Particular Map?

For some time, the act of (literally) “sticking pins
on map” to indicate the x/y, northing-easting’s, or
GPS coordinates of crimes and crime series by
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police and researchers alike has been used to
display and analyze geographical crime patterns
of individuals and groups (see van Schaaik and
van der Kemp 2009, for review). With regard to
GP, much of the research focus has been on devel-
oping mathematical and computational models of
serial offenders’ “pins on the map” (e.g., offenses)
to predict an offender’s home base or anchor point
(s) (Canter and Youngs 2008a). Yet, a major lim-
itation of GP research has been that the crime
location “map” (e.g., topography, transport routes,
social nodes, etc.) has largely been neglected
(Kent and Leitner 2009).

Further and perhaps of even greater relevance
to GP is the fact that only a handful of studies
have attempted to understand the psychological
aspects of why the pins are where they are (e.g.,
Goodwill and Alison 2005; Rossmo 2000; Canter
and Shalev 2000). It should be apparent from the
discussion thus far that GP is a complex process
and cannot be reliably reduced to the prediction
of an offender’s home base from x/y coordinates,
irrespective of considering the influence of
the geographic area, or the routine activity of
the probable offender (e.g., why that “space”?
why then? why that route? etc.). As Van der
Kemp and Van Koppen (2007) postulate, using
that information is potentially the best way to
fine-tune geographical profiling. Therefore, in
light of the limited research exploring the com-
plexities and reliability of GP methods, one might
question what it is that geo-profilers actually
advise on, what that advice is, and how it is
derived?

Beyond the Pins: Revealing How UK
Geo-profilers Operate

Knabe-Nicol and Alison (2011) carried out the first
detailed, qualitative analysis to explore and explain
the various stages and demands of the decision-
making processes of geographical profilers in the
UK. Using Applied Cognitive Task Analysis
(ACTA), Knabe-Nicol and Alison (2011) were
able to explicate the different decision-making
stages, their degree of difficulty, the most common
errors that can be made, and the cue and strategies
to counteract possible pitfalls in the geographical
profiling process undergone by UK geo-profilers.
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Importantly, Knabe-Nicol and Alison’s (2011)
research revealed that the analysis of spatial
information by UK geo-profilers was not limited
to simple x/y map location(s) analysis but more
often involved identifying the activity space and
routes of victims, offenders, and the general
public. In other words, geo-profilers did seem to
be more concerned with how individuals use the
geographical space, what influences that use, and
what that can tell us about a number of aspects of
the offense or offender. Accordingly, they found
that a fundamental part of the process used by
geo-profilers was to examine offenses from an
environmental criminology viewpoint: Did the
offender meet his victim while carrying out
a routine activity (e.g., the attack was somewhat
opportunistic) or does he have intimate knowl-
edge of that area from previous exposure (for
whatever reason) to it and has returned to it to
offend (e.g., there was an element of planning
involved in the attack)? Geo-profilers would
also scrutinize the various aspects of crime
scene information, the locations of the offenses,
and the behaviors observed based on the
least-effort principle (as discussed in section
“Geo-spatial Decision Making: Distance-Decay
Theory”), such as why did the offender not take
the shortest escape route?

This approach, far removed from the mathe-
matical process of pinpointing the offender’s
home base based on x/y crime location coordi-
nates, enables geo-profilers to offer advice on any
offense or series of offenses, even those in which
the offender may be a nonlocal “commuting” or
“poaching” offender. However, it is still difficult
to estimate the reliability or validity of their
methods when one recognizes that there is
a dearth of empirical research investigating the
relationship between routine activity theory and
GP. Again, this begs the question: Just what are
they using to make their investigative recommen-
dations? Further, are the UK geo-profilers unique
in their approach or do geo-profilers from other
countries use similar strategies? Although this
initial research by Knabe-Nicol and Alison is
compelling and tantalizingly insightful, it still
leaves many questions unanswered and requires
further investigation.
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Offender “Hunting Style”: The Potential

for Behavioral Integration in Geo-OP
Although the research into the integration of
routine activities and GP is still developing,
a tentative theory on how sexual offenders may
make geo-spatial decisions to locate and attack
victims has been offered by Rossmo (2000).
Rossmo proposed that offenders employ various
“hunting patterns” based on their geo-spatial
movement and behavioral characteristics —
acknowledging that geo-spatial movement is
a dynamic decision-making process. Rossmo
delineates four types of hunting patterns the:
hunter (a.k.a. marauder), poacher (a.k.a. com-
muter), troller, and trapper. Hunters, as the name
implies, are offenders who actively seek out their
victim. They tend to use their place of residence as
an anchor point before engaging in crime.
Poachers are also active in their pursuit; however,
they tend to travel further distances, even to other
cities, in order to find their victims. Trollers offend
opportunistically, coming across their victims
while they are engaged in non-predatory activities,
and seizing the chance when they become aware
of it. Trappers choose to situate themselves in
positions that provide them with the largest acces-
sibility to a particular victim type. These offenders
choose to work in professions such as nursing or
find means to lure victims into their homes.

It is important to note that although these
hunting types are theoretically possible and may
make some intuitive sense, they are still being
empirically validated (Beauregard et al. 2010).
As Beauregard, Rossmo, and Proulx (2007)
point out: No explanation is provided as to why
offenders choose one method over another. Nev-
ertheless, as stated by van der Kemp and van
Koppen (2007), the process of relating behavioral
inferences to geo-spatial movement patterns will
no doubt result in a more fine-tuned and accurate
GP approach.

Geographical Offender Profiling Validity

As with most investigative methods, it is quite
difficult to assess to what extent geographical
profiles have actually helped in the investigation.
For example, a geo-profile may help to define the
area for door-to-door enquiries, it may indicate
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a potential linked crime to a series in question,
and/or it may pinpoint an offender’s residence or
simply estimate an offender’s activity space,
among other geographical aspects and investiga-
tive uses (Rossmo 2000). However, some aspects
of a report may help while other aspects may not
and some may even hinder an investigation.
Unless a geo-profile specifically names the
offender, it is difficult to ascertain the extent to
which it helped (or hindered) the investigation —
and this is rarely the case.

In practice, a number of problems arise in
estimating the accuracy of geo-profiles (see van
der Kemp and van Koppen 2007, for a detailed
discussion). For example, how to assess the
accuracy of a geo-profile, that is succinctly and
comprehensively based on compelling (e.g., state
of the art) theoretical and empirical research
when in actuality the offender deviates from the
“norm”? Is a well-informed well-reasoned geo-
profile “incorrect” if the offender lives outside
the predicted area? Is it possible to be “correct”
based on our current knowledge (e.g., the pre-
dictions are theoretically and empirically
sound), yet, still, “inaccurate”?

Integrating Routine Activity Space
in Geographic Offender Profiling

As discussed previously, research integrating
routine activity theory into geo-profiling is
sparse. Instead much debate has surrounded on
how one should go about determining the likely
home base of an offender based on the x/y coor-
dinates of their crimes (see sections “Routine
Activity Approach,” “Rational Choice Perspec-
tive,” “Theory Summation”). This line of
research is likely to be futile in real pragmatic
terms of aiding police investigations. For exam-
ple, even if the “perfect” algorithm existed to
pinpoint exactly where, theoretically, an offender
should live to the utmost precision, it still may be
inaccurate. The offender may live, work, play,
somewhere else. The point is clear that crime
locations offer investigators and researchers
alike a chance to know one particular thing
about the offender: The offender has been there,
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for some reason, and has offended. Thus, in line
with Brantingham and Brantingham’s (1984)
crime pattern theory, we may now know
something about the offender’s activity and
opportunity space.

Recently, several researchers have supported
this view suggesting that GP analyses must be
combined with other types of information, such
as who utilizes the “space” around crime loca-
tions, to increase accuracy and reliability, and/or
to ultimately identify an offender (Bichler et al.
2011; Goodwill and Alison 2006; Stangeland
2005; van der Kemp and van Koppen 2007).
Importantly, this “other” information need not
only be additional crime scene information but
archival information in general: phone records,
land registry ownership, hospital admissions,
parking infractions, etc. Historically, police
investigators combined geo-profiling home-base
predictions with police records of previous
convictions, using this information to focus their
searches and enquiries around the ‘“usual sus-
pects” — those already known to the police. In
addition, police would prioritize search areas for
the assailant within the immediate vicinity of the
crime(s) to conduct door-to-door interviews,
pamphlet drops, and potentially DNA swabbing
(Rossmo 2000). However, as Stangeland (2005)
points out:

An intelligent criminal, of middle-class back-
ground, is less likely to be found in police files.
However, the possibility of tracking him down
through other kinds of records increases. Precisely
because he lives a normal life, he is more likely to
be a homeowner, registered on the local census
rolls, to have a mobile phone, credit cards, and
a car in his name. The possibility to combine two
or more known data on the person and perform
a computer search in public or private registers
can reduce the circle of suspects. (p.467)

The current authors suggest that it is precisely
this combination of various types of information
databases, most readily available and in the pub-
lic or semipublic domain, that will enable inves-
tigators to identify which individuals are utilizing
a specific area (around a crime location) or the
entire area defined by a crime series. In other
words, whose routine activity space do these
crime locations represent?
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Investigative Strategies: Developing and
Prioritizing Suspect Lists Based on a Routine
Activity Approach

As discussed throughout this entry, the advance-
ment of GP will be as a result of the integration of
information beyond x/y crime coordinates and
other mere mathematical calculations (e.g., dis-
tances between crime sites, JTC distances, etc.).
It is suggested that crime locations offer insight
into the activity space of an offender and these are
likely areas that the offender routinely visits.
Recently, researchers have begun to recognize
that identifying the routine activity space of
offenders is an important aspect of geo-spatial
analyses. Bichler, Christie-Merrall, and Sechrest
(2011) suggest that activity space, specifically
points of “social” focus (e.g., gathering points),
may influence offender distance-decay functions
and in turn GP and CGP systems.

Within a GP paradigm,with the aim to predict
or prioritize who has committed an offense, it
seems of great importance then to determine a)
who uses that area and b) what that area looks like.
In terms of what an area looks like, geographers
and criminologists have a long history of investi-
gating the topographic, social, and transportation
features associated with that area, yet arguably
those have not, as of yet, been integrated into
mainstream GP research or CGP systems. In fact,
in relation to GP research, the topographic charac-
teristics of the area of the crimes are seldom con-
sidered, giving rise to the chance that home-base
predictions will be in a lake or an airport runway
(Santtila 2010). Importantly, recent JTC research
has begun to integrate topographic features of the
area under study to improve JTC estimates (Kent
and Leitner 2009); however, improvements have
been cited as “inconsistent.”

In determining who utilizes the activity space
surrounding a crime location, the obvious first step
is to identify who lives (or perhaps works) in the
area. In other words, who “belongs” or has reason
to be in that area. Identifying who lives and works
in the area can be achieved through various archi-
val and public records as well as through door-to-
door enquiries. Other information such as traffic
violations, store receipts, hospital admissions, even
information on who are walking dogs, or regular
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joggers in the area may help to determine who
routinely uses that area. Archival records such as
census enrolment, tax records, library card owner-
ship, General Practitioners registrations, school
enrolment and attendance, and even birth records
(e.g., home-towns and links to the community)
could establish links between the area(s) and who
routinely is in it.

In an ideal situation, one could generate lists
of individuals who are routinely using the activity
space around each crime location of a linked
series and cross-reference the lists to prioritize
individuals. This is an admittedly lofty goal and
in some cases may not generate or prioritize the
individual responsible, but in arguably the major-
ity of cases, the offender will be somewhere on
those lists. It is then up to researchers and inves-
tigative expertise to develop methods to identify
or prioritize the offender responsible.

Concluding Comments on the Need for

a Routine Activity Integrative Approach to GP
As discussed throughout this chapter, current GP
research and supporting CGP systems may help us
to make estimates and judgments about the activity
space (e.g., home base and/or anchor points) of an
offender. However, greater GP accuracy and preci-
sion in identifying the unknown offender will
undoubtedly come from research that integrates
analysis of crime locations (e.g., X/y coordinates),
features of the geographic location (e.g., topography,
routes, and social nodes), and the routine activity of
offenders. Pragmatically, geo-profilers must utilize
all manner of other types of information relating to
the activity space surrounding crime locations to
identify links to other crimes or series and to identify
who is utilizing that particular activity space. In
conclusion, the current authors advocate that the
integration of environmental criminological theory,
particularly that of routine activities, into current GP
research and CGP systems is a necessary next step in
advancing geographical offender profiling.
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Overview

Constant changes in the technology of computers
and small-scale digital devices create a number of
challenges for computer forensic examiners and
the law enforcement community. Two of these
challenges are the identification of devices and
media and the retrieval of the data from these
devices coupled with having the proper training
in forensic techniques to recover digital data

Arms Races

properly. Automated tools and command-line-
driven techniques, known as manual forensics,
are the two methods used to retrieve digital evi-
dence from these devices. Today’s automated
tools are often a more efficient method for forensic
examiners to collect and analyze digital evidence
than command-line procedures, which gain the
same result. Depending on the situation and the
type of device and media, different forensic meth-
odologies are used. The computer forensic process
is the identification, collection, preservation, anal-
ysis, and reporting of evidence recovered from
computers and small-scale digital devices. This
entry looks at collection of digital data in three
categories: (1) on-scene collection of digital
devices and media, (2) on-scene collection of dig-
ital evidence, and (3) in-lab collection of digital
evidence. Standards and Best Practices require
examiners to perform analysis from a bit-by-bit
copy of the original data to ensure data integrity.
This bit-by-bit copy is commonly referred to as
a forensic image. Depending on the circumstances
an examiner is confronted with, forensic analysis
can be performed at the logical or physical level of
the device or media. Traditional command-line
techniques and automated tools each have their
own purpose during forensic examinations. Time
constraints, type of examination, and exigent cir-
cumstances are some examples of why a particular
methodology might be appropriate to use during
an examination.

Introduction

Computer forensics is the identification, collection,
preservation, analysis, and reporting of evidence
found on computer hard disk drives (HDD) and
other small-scale digital devices and various stor-
age media. This type of evidence is commonly
referred to as digital evidence (Department of Jus-
tice 2004). Digital evidence is not only recovered
from HDD but also CDs, DVDs, USB drives, SIM
cards, etc. Small-scale digital devices such as
cell phones, readers, IDevices (IPod®, IPhone®,
IPad®), game boxes, GPSs, and even vehicle com-
puters are commonly examined to recover digital
evidence. The driving force for the evolution of
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computer forensics is the investigative needs of
law enforcement and the rapid growth of the micro-
computer field (Dixon 2005). Digital evidence was
being collected and analyzed as early as the mid-
1980s by the Federal Bureau of Investigation and
certain military units within the Department of
Defense. Law enforcement at the state and local
level began to develop the expertise in the late
1980s and early 1990s.

In its infancy, computer forensics was
accomplished using manual command-line-driven
techniques, which evolved into suites of automated
tools that are commonly used today. Microsoft’s
DOS™ operating system provided some basic
tools for early practitioners. For example, exam-
iners used list, dir, chkdsk (check disk), file copy,
CD, etc., with switching to identify and copy
files. Examiners created batch files in DOS to
execute multiple commands to accomplish steps
in a forensic examination. Simple commands
using DOS could accomplish many of the func-
tions needed to retrieve digital evidence during an
examination. However, as technology became
more sophisticated, forensic examinations needed
to evolve on pace with the technology. This evolu-
tion to automated tools happened when software
developers began creating suites of automated
tools to interpret data and perform the forensic
exam (Dixon 2005). Even though some compara-
tively sophisticated automated computer forensic
tools are now commonly used, practitioners often
still rely on manual methods using Linux to per-
form many forensic functions.

Fundamentals

Identification of Digital Evidence

In the 1980s and1990s, identification of devices
that actually stored digital data was very simple.
With the exception of mainframe computers —
which used magnetic tape as a storage media —
storage media was only in one form, floppy disks.
Personal and business computers used floppy disks
to access their operating systems as well as appli-
cation and data storage. As technology advanced,
the operating systems, applications, and user-
generated data could be stored in two places:
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the HDD or on some configuration of floppy disk,
that is, 5.25 in., 8 in., or 3.5 in. (Department of
Justice 2004). As a result, law enforcement needed
to know what an HDD and floppy disks of various
sizes looked like. For those who were already
working in the field of computer forensics, this
was simple and straightforward because they
were using HDDs, various kinds of floppy disks,
and, although not as often, tape drives. However,
very quickly, this simple task became much more
challenging. Manufacturers began producing many
different types (a veritable cornucopia) of storage
media, Zip® disks, Bernoulli® disks, Jazz® disks,
etc., which were capable of storing much more
data. These new storage media were relatively
expensive, and law enforcement often could not
afford them. Another difficulty was that examiners
might not have had the right equipment to read and
image these media when the digital evidence was
seized for examination in the lab.

Today’s USB devices are a great example of
storage media that have drastically changed.
These devices are now made in hundreds of
configurations from Santa Claus statutes to sushi,
making it sometimes difficult for the untrained to
recognize them as potential repositories of digital
evidence. Add to this the number of new
small-scale digital devices, cell phones, GPSs, gam-
ing stations, cameras, readers, [Devices, etc. that
might also contain digital evidence, and training in
identification becomes even more critical. These
new sources for digital evidence have also dramat-
ically increased the level of training required by
examiners as well as increased the caseload
for computer forensics’ laboratories. Additionally,
storage schema and proprietary formatting continue
to make forensic imaging of media a challenge and
require specific training for examiners. Cell phone,
GPS, and reader devices are other excellent exam-
ples of the diverse number of operating systems and
storage schema being used by manufacturers,
which now requires not only new tools and tech-
niques to collect digital evidence but again special-
ized training for examiners.

All levels of law enforcement, from patrol
officers to detectives and, of course, computer
forensics examiners, are now expected to be able
to identify devices and media that could
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potentially contain digital evidence; specific
training in identification and seizure of digital
media is now often a basic academy curriculum.
This training is becoming standardized by orga-
nizations such as the National White Collar
Crime Center (NW3C); however, these stan-
dards are not mandated. Further, although new
automated tools and techniques have been and
are being developed to keep pace with these
challenges, training in their proper use is also
required. Departments are always financially
challenged to find the funding and time to keep
officers properly trained in the various disci-
plines within the law enforcement field; com-
puter forensics training at all levels is no less
a challenge. (Refer to Open Questions for fur-
ther discussion.)

Collection and Preservation of Digital
Evidence

Digital evidence must be collected in a fashion
that both preserves and protects the device, the
media, or the record(s) so that the original
evidence is preserved in its exact original state.
Additionally, practitioners must be able to dem-
onstrate that the copy used for examination is an
exact copy of the original. Preservation begins
with the first contact with the evidence, which
may be as simple as maintaining the chain of
custody, and in the case of an HDD, it is pack-
aged in non-static cushioned wrap and care
taken not to expose the HDD to extremes of
heat or cold. The National Institute of Justice,
in partnership with the National Institute for
Standards and Technology (NIST), authored
the Electronic Crime Scene Investigation: A
Guide for First Responders (2008). This
publication is still the definitive guide for law
enforcement’s collection of digital evidence
today. These guidelines provide law enforce-
ment with standards, guidelines, best practices,
and strategies for collecting and preserving
digital evidence.

For ease of discussion, collection is explained
in three phases: (1) on-scene collection of
physical devices and media, (2) on-scene collec-
tion of digital evidence, and (3) in-lab collection
of digital evidence.
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On-scene collection of devices and media
simply means the proper marking and packaging
and scrupulous documentation of chain of custody
of the physical evidence. In the case of a computer
that is connected to peripheral devices, such as
a computer connected to a printer, router, mouse,
and monitor, photographs and diagrams of all
connected devices should be taken. These should
be in such detail that the “system” could be
reconfigured in court exactly as it was at the time
of seizure (Department of Justice 2008; NW3C
2011). Digital evidence response training is
now broken into three tiers: tiers I, II, and III.
Generally, training required for identification and
physical collection of digital evidence is tier I level
training.

The second area is on-scene collection of
digital evidence; tier II level training and exper-
tise is required. There are a number of reasons
that digital evidence might be collected on scene
rather than in a computer forensics lab. Often
the court requires that if a search warrant is
being served at a business, for example, officers
are required to collect or image the original media
on scene and leave the business system up and
running; this requirement usually depends on the
size of the business. If the business is a relatively
small operation, officers can use a forensic copy
of the original HDD(s) to leave behind for the
business to continue operations because an exact
bit-by-bit image is made of the original media on
scene. In other circumstances, when a large
business operation is involved, examiners may
be required to obtain forensic copies of files and
folders (Schweha and Inch 2008).

On-scene collection of evidence may require
that imaging be accomplished at a logical level
as opposed to a physical bit-by-bit image level.
A couple of examples that would require a logical
level collection of digital evidence would be
when encryption is encountered or exigent cir-
cumstances require immediate access to informa-
tion because life or harm is eminent.

Data that is encrypted is not accessible once
a computer is powered down without the
password or phrase that allows re-accessing the
encrypted volume, that is, file, folder, or disk.
Normally, a computer that is being seized as
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evidence is powered down by removing the
power source — power cord or battery — rather
than using the operating system to turn the
computer off (polite or soft shutdown) (Depart-
ment of Justice 2004; SWGDE 2008). Powering
down is not an option if encryption is running
on a computer unless passwords or phrases
are known. This circumstance requires either
live imaging of the system using automated
tools or copying files and folders manually from
the computer.

A logical image is not a bit-by-bit image of
the drive, but an image of files and folders on
the drive. A logical image collects data based
on the installed operating system, file system,
and applications (Craiger 2005). A logical image
does not copy unallocated or slack space, boot
partitions, partition tables, etc. Automated tools
will produce a forensically sound logical image
because they perform hashes of the data at the
logical level as they are being obtained during
the imaging process. These hashes, which will be
discussed later, ensure that the data copied from
logical volumes are an exact copy used during on-
scene or forensic lab examination and analysis of
the evidence. In the case of exigent circumstances,
a logical image may be the only method of
obtaining the evidence. There are at least two
software tools that allow forensic-acceptable
logical imaging of on-scene digital evidence:
EnCase® (EnCase Portable) and Access Data®
(Live Response™). These two tools are commonly
used for on-scene, live acquisition of digital evi-
dence. If encryption is present, manual methods of
accessing data cannot be used because they require
that a system be booted from a powered down state
before commands can be executed.

Forensic examiners work from a forensic
image and use various algorithms such as MD5
or SHA to verify that the two pieces of evidence,
the original and the forensic image, are mirror
images of each other (Allen 2006). Hashing
is referred to as the process of assigning “a math-
ematical algorithm against data to produce
a numeric value that is representative of that
data” (Department of Justice 2004, p. 40). Hash
values change if the evidence is changed or
altered in any way, thus assuring the integrity of
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the data (SWGDE 2006b). Hashing of the
evidence is accomplished in two stages: when
the original data is hashed and when the copy is
created and hashed. These two hashes must
match in order to confirm that an exact copy of
the original data has been obtained for examina-
tion. If a bit is changed in the process of the
hashing, hashes will not match. If hashes do not
match, the examiner must be able to explain what
happened that caused the alteration of the
evidence, and the change must have been
a viable change (Bell and Boddington 2010).
Automated forensic tools do this seamlessly.

Using manual command-line techniques,
examiners are able to copy bit-by-bit copies of
files; however, the hash function is missing from
the procedure. If the examiner knows that the
DOS command-line “copy” command will result
in a bit-by-bit copy of a file, a hash is only
necessary to verify that an automated tool actu-
ally did what it was suppose to do — make
a bit-by-bit image. A file could be hashed on the
original drive in the exact location it is stored.
The file then copies to another forensically clean
media, and the file is again hashed. Those two
hashes are compared for an exact match.
This would confirm that the file on the original
media was copied as an exact, mirrored, image to
the copy media (Craiger 2005).

An important concept in the forensics process
is the difference between a forensic examination
and device interrogation. These two processes
are performed on various devices and involve
two different methodologies. Standard forensic
examination of digital evidence requires that an
exact, uncorrupted, bit-by-bit image of the data
stored on a media be obtained and an exact copy
is used to analyze the data to obtain evidence
(Department of Justice 2004; Lewis 2008).
Although examination of small-scale digital
devices such as GPS devices and cell phones
are often called cell phone forensics or GPS
forensics, the methodologies used to collect
data from these devices often cannot be done
to forensic standards. These types of examina-
tions are more accurately defined as device
interrogations not forensic examinations. The
proprietary nature of the operating systems and
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storage schema of handheld devices often
negates the ability for a true forensics copy to
be made of stored data as well as the operating
and file system. Because many of these devices
do not allow a forensic copy to be made,
methods such as photographing individual
screens and logical acquisition of stored data
must be performed (SWGDE 2006a). Because
of these limitations, often, the only methodology
for collection of digital evidence is capturing pho-
tographic images (screenshots) and un-hashable
data dumps of stored data on these devices, that
is, contact lists, text messages, recent calls, calen-
dars, and photos.

Another methodology for on-scene collection
of digital evidence is triage. Triage tools access
the computer from a boot disk and parse through
files and folders at the logical level. There
are a number of tools that use CD, thumb drives,
and other bootable methods along with triage
application that are specifically designed to
assist the investigator in quickly and efficiently
determining if there is obvious evidence on
the computer. One of the most used triage tools
is TUX4N6™ developed and distributed free to
law enforcement by NW3C (NW3C 2010).
Some of the other commercial triage tools are
Blade™, EnCase Portable™, Drive Prophet™,
LiveResponse™.,

Prior to performing any triage examination on
a computer, one key element is to recognize what
files can be collected during the process. Because
triage is done on the logical level, files and folders
are accessible, not slack space, partition tables,
and other areas of the media. Knowing what files
to look at is key. Relevant locations to search
commonly include My Documents, Desktop,
Recents, Recycle Bin, Temp, Downloads, Inter-
net Explorer™ or Firefox ™, and Flash® usage his-
tories, the “low hanging fruit” (NW3C 2010).
This listing is certainly not all-inclusive, but sim-
ply some examples of the data locations that can
be quickly searched for digital evidence. An
advantage of using modern triage tools is that
examiners can do both automated and manual
searches of the media for evidence. Digital
evidence collected using the triage application
with automated or manual search techniques
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is forensically sound and can often be submitted
in court without further forensic examination in
the lab. On-scene as well as in-lab triage of com-
puters has been a great help in decreasing the case
backlog in many computer forensic labs around
the United States.

The third area for discussion is examination
and analysis in the forensic lab environment.
Any evidence seized from the scene of the
crime should be imaged, if possible, and the
examination performed on a forensic image of
the evidence. According to the working group
that set forth the NIJ Analysis Guidelines
(Department of Justice 2004), an image is “an
accurate digital representation of all data
contained on a digital storage device (e.g., hard
drive, CD-ROM, flash memory, floppy disk,
Zip®, Jazz®) which maintains contents and attri-
butes but may include metadata such as CRCs,
hash value, and audit information” (p. 40).

Working from an image is important for
several different reasons. First, it is important
that there are no modifications accidentally
performed to the original evidence. This enables
the evidence to stand up to authenticity if it is
taken to court (Lewis 2008). Second, all tests
performed on the evidence must be able to be
replicated. This means that the defense counsel,
or an outside examiner, must be able to reproduce
all tests performed on the evidence in an attempt
to reproduce the same results that the examiner
received during the examination (Crozby 2001).
Lastly, working from an image is always
a fail-safe method in case the image becomes
damaged for any reason in the process of exam-
ination. In any case, the examiner always has the
original evidence to rely on once again to make
another image (Department of Justice 2008;
SWGDE 2006a).

Analysis of Digital Evidence

The analysis must conform to the scope of
the search warrant (Department of Justice
2009). By example, a search warrant authorizing
a search for images, that is, child pornography,
may very well prohibit the examination and
analysis of documents that may reside on the
same hard drive.
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Prior to performing the analysis on any
evidence, the examiner must become familiar
with the operating system and file structure of
the device in which is being examined. Operat-
ing systems vary depending on manufacturer,
and although the types of evidence will always
be the same, the location of where it is on the
machine or device will change. The Microsoft™
operating system is updated often; this requires
new training and expertise by examiners.
Microsoft®™ is entirely different from a Linux
or Macintosh® operating system. This is also
true with different file systems (Britz 2009).
While testifying in court, the examiner must be
able to state which operating system was used
and where that piece of evidence was found in
the file structure. Changes made to operating
systems and file systems require examiners to
have updated training. Updated training for
automated tools is expensive, and it is often
very difficult for examiners to afford this train-
ing. The time away from their caseload for
training, not to mention the time required in
gaining expertise using the new tool capability,
is another burden on examiners and their
agency.

Solid-State Drives (see discussion in “Key
Issues/Controversies”)

Performing keyword searching, data carving,
and email examination are some of the data
analysis functions that can be performed at the
physical level both manually and by using auto-
mated tools. Keyword searches allow the exam-
iner to look for items not related to the operating
or file system (Department of Justice 2004).
A keyword may be used to search for specific
items that pertain to things such as images,
documents, spreadsheets, and databases. An
examiner can also search by file extension.
Email searching falls into two categories: appli-
cation-based and web-based email. Common
email applications are those that are installed
when Microsoft® is installed. Yahoo®, Gmail®,
and Hotmail® are a few web-based email services
that examiners will find in the temporary Internet
folders. Data carving looking for deleted files in
unallocated and slack space is another important
element in physical analysis (Craiger 2005).
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Reporting of Digital Evidence

Automated analysis tools have built-in reporting
capabilities that establish an audit trail of most
of the steps of an examination; this is critical
for court presentation of digital evidence gleaned
from examinations. In addition to these auto-
generated report capabilities, when performing
manual analysis or automated forensic examina-
tions, it is also necessary to document other steps
in the analysis process. In addition to automated
reporting, standard policy requires that a separate
examination report is prepared that documents
steps taken that are not part of application-
generated reports, that is, system documentation,
peer review of analysis results, and chain of
custody. An important element of reporting is to
document that standards, best practices, and
department policy were followed.

State of the Art

Various automated tools assist with computer
forensic examinations during the imaging and
analysis stages. Essentially, all these automated
tools do for forensic examiners is to run multiple
command-line functions on the computers and
media looking for specific evidence. In compari-
son, this is what a manual examination is;
however, it takes a much longer process, and the
examiner has to execute one command at a time
or create batch files to perform various forensic
functions. Law enforcement must be able to
prove that the automated tool or manual methods
used in the examination process were forensically
sound and did not jeopardize the integrity of the
evidence that was collected during the examina-
tion. The National Institute of Standards and
Technology’s (NIST) Computer Forensics Tool
Testing project (2001) created validation and test-
ing guidelines that tool developers can use in
order to measure assurance for forensic require-
ments in judicial proceedings.

The automated tools available to law enforce-
ment and forensic examiners can essentially be
broken into three categories: imaging tools, triage
tools, and analysis tools. Some of the more pop-
ular automated forensic tools used by law
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enforcement forensic labs include WinHex™,
EnCase®, Access Data® Forensic Toolkit™, and
various Linux tools; however, the availability of
these tools relies on the budgets of the agencies
(Allen 2006; Dixon 2005). Automated tools have
even been developed to perform a variety of
forensic functions such as triage, live system
acquisition, and small-scale device interrogation.
These tools are constantly updated and new tools
developed because of the ever-changing varieties
of cell phones and other small-scale or handheld
digital devices.

Key Issues/Controversies

Changes in technology, such as data storage
devices, new proprietary operating and file
systems, and other advances, will cause forensic
standards to always evolve. Funding for research,
testing, and validation to organizations such as
NIST is critical for law enforcement to have
validated tools available for forensics examina-
tions of these new and changing technologies.

A current example of evolving technology
forcing a paradigm shift in computer forensics
is solid-state drives (SSD). Files are written
differently on HDD and solid-state drives. Some
of the differences between the two types of drives
are that SSD drives are faster and allow access to
parts of data. Bell and Boddington in their research
state, “A paradigm shift has taken place in tech-
nology storage and complex, transistor-based
devices for primary storage are now increasingly
common” (2010, p. 5). As a result of their
research, the authors identify twenty-one critical
areas that examiners must be aware of in their
“Recommendations and Guidance” section. This
research could indeed change the state of com-
puter forensics as it applies to SSD. Further
research will no doubt be forthcoming in this
specific area of computer forensics.

Future Direction

There are several areas that are open for discussion
in the field of computer forensics, including
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certification and accreditation, standards for foren-
sic training for practitioners, and law and policy.

Practitioner Certification and Forensic Lab

Accreditation

» As the Internet makes connectivity ubiquitous,
law enforcement will be challenged in
a number of areas. During a criminal investi-
gation, how can law enforcement locate and
collect the data generated by hundreds of
Wi-Fi networks that will be commonly push-
ing communication to handheld devices such
as cell phones, readers, and pads?

» Software tools used in EDiscovery are begin-
ning to be used by law enforcement to assist in
parsing large datasets, that is, email servers.
Although these EDiscovery can be of great
assistance, testing and validation of forensic
soundness of the tools are not commonly done.

* Should live system acquisition and device
interrogation be treated as the same type of
forensic examination?

e The number of handheld devices has now
exceeded the number of computers being
purchased. Handheld devices are evolving to
include much more capability and sophistica-
tion. The research and development required
to develop training that keeps law enforce-
ment abreast of these new technologies is
a challenge now because of lack of congres-
sional funding, and without long-term solu-
tions, computer forensics will not keep pace
with the quantum leaps that technology is
making in the twenty-first century.

Standards for Forensic Training for
Practitioners

Are colleges and universities keeping pace in
their curriculum in the area of computer forensics
to match the needs of the law enforcement, the
intelligence community, private sector business,
and industry? Although there are some excellent
undergraduate- and graduate-level programs, pri-
vate sector business and government are still
challenged to find enough qualified graduates to
fill their needs. Techno-based business often
expresses a need for university curriculum
focused on knowledge and skill sets that result
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in graduates being able to enter the field having
the practical skills instead of having a degree
based on theory and not practice.

Law and Policy

The list of legal issues surrounding computer
forensics is endless, from ensuring that privacy
is protected to outdated laws and regulations
that were enacted decades ago for the telecom-
munications system that simply do not apply to
today’s Internet-driven society. Many heated
debates have been raging for decades over
jurisdictional issues as they apply to search
warrants, subpoenas, preservation orders, etc. Is
a digital search warrant that is accepted in all
jurisdictions the answer? The Internet has no
state, county, city, or even country jurisdictional
boundaries, but the laws governing these issues
certainly do. Legislation must be as nimble as
the technology and the Internet. Crafting cogent
regulations, laws, and policy that will live to
the future is beyond challenging.

Although more and more potential evidence
is now held by third parties such as Internet
service providers and cloud services, the laws
governing law enforcements’ legal access to
potential evidence are not keeping pace with
these changes. How are law, policy, and regula-
tion going to change to solve these issues?

Conclusions

Computer forensics is evolving rapidly for law
enforcement due to the ever-changing growth of
technology. Forensic examiners rely on two
methods for analyzing data: automated tools
and manual forensics. Automated tools evolved
from command-line methods, producing a more
efficient method of collecting data. Depending
on the circumstances surrounding the forensic
examination, that is, whether it is an on-scene
device collection, on-scene data collection,
live system acquisition, device interrogation, or
lab examination, the most important concept
during the examination is to maintain the integ-
rity of the evidence. Identifying, collecting, pre-
serving, analyzing, and reporting of digital data
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found on hard disk drives and small-scale digital
devices are known as the computer forensic
process. Automated and manual forensic exam
principles are introduced at the collection stage
and can be used throughout the remaining
forensic examination process. Analysis can
take place at both the logical and physical levels
of a device. The goal of the computer forensic
exam is to document the process (no matter
whether automatic or manual methods were
used), ensure evidence integrity, and maintain
proper chain of custody in order to present the
evidence in court.
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Overview

Although there has been massive growth in
the number of women in prison in the USA and
other countries, women remain a significant
minority within correctional systems. In the
United States, the number of women in prison
increased by more than 800 % in the 30-year
period between 1977 and 2007. In the United
Kingdom, the female prison population nearly
tripled in just a 12-year period from 1992 to
2004. Despite these increases, in most countries,
women still constitute less than 10 % of the
prison population (Alejos 2005). There have
long been concerns that the correctional system,
which was built around a need to house large
numbers of male offenders, ignores, minimizes,
and marginalizes female inmates and their
specific needs, including medical needs.

In particular, statistics find that a large propor-
tion of female inmates are mothers. One recent
study in the United Kingdom reported that more
than half of women in prison have children under
the age of 16 and one-third of women have
children under 5 years old (Edge 2006). Simi-
larly, in the United States, more than half
of state and federal inmates have an estimated

1.7 million minor children (Glaze and Maruschak
2008). In most cases, the women are the primary
caregivers and had been living with their children
prior to incarceration. The children of men
who are imprisoned typically stay with their
mothers during the father’s incarceration; how-
ever, children whose mothers are incarcerated
are much less likely to remain in their family
home, often being placed with extended family.
Additionally, incarcerated mothers are five times
more likely than incarcerated fathers to report
that their children were placed in foster care or
other institutions during their incarceration
(Glaze and Maruschak 2008). While the number
of women who are pregnant, give birth, or have
new infants while in prison is much smaller than
the number who had children prior to incarcera-
tion, all of these women and their infants
and children have specific needs that are often
not addressed by prison policy, practice, or
administration.

Legal Issues with Mothers and Children
in Prison

In 1990, the United Nations Congress on the
Prevention of Crime and Treatment of Offenders
issued a resolution that the imprisonment of preg-
nant women should be avoided, stating that
“the use of imprisonment for certain categories
of offenders, such as pregnant women or mothers
with infants or small children, should be
restricted and a special effort made to avoid the
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extended use of imprisonment as a sanction for
these categories” (Alejos 2005, p. 13). There are
a number of issues that arise in dealing with
convicted women who are either pregnant or
are mothers, especially to young children. For
women (and men) who have children, applicable
legal considerations include the Convention on
the Rights of the Child, which specifies that chil-
dren should not be separated from their parents
against their will except in a case where it is in the
best interest of the child (Alejos 2005, p. 14).
The African Union’s Charter on the Rights of
Children, for example, specifies that noncustodial
sentences should be considered first in cases of
pregnant women and mothers of infants and
young children and that the purpose of punish-
ment should be reform and reintegration with
family (Alejos 2005). In fact, the best interests
of the child are indicated as the primary guiding
factor, which raises the question of whether it is
in a child’s best interests to remain with their
mother in a prison or to be separated from their
mother in order to remain in the community.

In terms of pregnancy and childbirth in prison,
the United Nations standard minimum rules for
the treatment of prisoners specify that women
should receive all necessary prenatal and postna-
tal care, that birth should occur in a hospital out-
side of the institution, and that a child’s birth
certificate should not list a prison as the place of
birth. Additional criteria require that efforts
should be made to maintain and improve relation-
ships between prisoners and their family, which
would presumably include children. While many
international legal standards suggest that prison
should only be used for pregnant women in
extreme circumstances, for those women who
are incarcerated while pregnant, additional legal
considerations address the necessity of appropri-
ate prenatal care, including nutrition, medical
care, a healthy environment and exercise,
and attention to any cultural or religious issues
surrounding childbirth. Physical restraint of
pregnant women should not be used except in
extreme circumstances, and numerous interna-
tional standards call for abolishing the practice
of shackling or restraining women during labor
and childbirth.

Babies Behind Bars

Children living with a parent in prison also
present special legal challenges, and the manage-
ment of these children varies widely by nation
(Bastick and Townhead 2008). General interna-
tional standards specify the need for monitoring
mechanisms and the involvement of child welfare
agencies in institutional decision-making that
affects the child. Adequate accommodations
should be available, including separate mother-
child units that are removed from the general
prison population, the provision of a safe and
healthy environment, as well as appropriate
facilities to house the children at times when their
parent is participating in activities not appropriate
for children. Underlying these general standards is
a fundamental assumption that the child is not
a prisoner and should never be treated as one.

Pregnant in Prison

Data compiled by the Bureau of Justice Statistics
indicated that in 2004 in the USA, 4 % of female
state inmates and 3 % of federal inmates were
pregnant when they were admitted to prison. Inter-
national standards require that pregnant inmates
receive all appropriate medical care, nutrition,
and assistance. In the USA, a number of medical
organizations as well as the National Commission
on Correctional Health Care have issued policy
statements on appropriate health care for inmates
in general and for pregnant inmates more specifi-
cally. These recommended guidelines include
“timely and appropriate prenatal care, specialized
obstetrical services when indicated, and postpar-
tum care” (NCCHC). Specific issues that should be
addressed among pregnant inmates include prena-
tal medical exams, nutrition, and counseling, along
with diagnostic screening for high-risk pregnan-
cies, including HIV testing. In addition, the
NCCHC recommends that institutions should
have written agreements with a local medical facil-
ity for delivery. Despite these policy guidelines and
standards, research finds that pregnant women in
prison do not receive adequate prenatal care and
health screening (Edge 2006). Research with preg-
nant inmates in England finds that these women
report being constantly hungry, being physically
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restrained with shackles and belly chains, and inva-
sions of privacy with male guards present during
medical exams and delivery.

In 2010, the Rebecca Project for Human
Rights in conjunction with the National Women’s
Law Center conducted a state-by-state analysis of
policies and practices for dealing with pregnant
and parenting women in prison in the USA.
According to this study, three-quarters of states
do not have adequate (or any) policies in place for
providing prenatal care for women who are
pregnant during their incarceration. This may be
especially problematic because female inmates
typically are less likely than other women to
have had routine health care prior to their incar-
ceration. These women may have undiagnosed
health conditions as well as higher levels of
drug use, sexually transmitted diseases, and risk
factors for HIV, which may lead to a higher
proportion of high-risk pregnancies in this popu-
lation. Incarcerated women are also more likely
to have histories of neglect and victimization,
including sexual assault. Some research has
noted that since many women in prison receive
short sentences, the rapid turnover of the female
prison population may interfere with the ability
of institutions to ensure adequate prenatal care
and aftercare (Edge 2006). The failure to provide
a high level of prenatal care may have implica-
tions for the pregnancy as well as short-term
effects on the infant, including low birth weight
or other birth complications, and long-term con-
sequences for the health of both mother and baby.

Despite a great deal of increased attention to
the issue recently, the practice of shackling
female inmates during pregnancy, labor, and
delivery remains an area of concern. The
National Commission on Correctional Health
Care (NCCHC), the American Congress of
Obstetricians and Gynecologists (ACOG), the
American Medication Association (AMA), and
the Association of Women’s Health, Obstetrics,
and Neonatal Nurses (AWHONN) have all issued
position statements arguing that the use of
restraints for pregnant women should be avoided
completely except in cases of extreme risk, and
when restraints are judged to be necessary, the
least restrictive method should be used.
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For example, the AWHONN (2011, p. 817)
“opposes the practice of shackling incarcerated
pregnant women. . .[which] should only take
place if prison officials reasonably believe, after
an impartial and thorough evaluation, that
a particular individual may attempt to harm
herself or others or presents a legitimate flight
risk.” In January 2012, the American Correc-
tional Association (ACA) also issued a policy
statement that pregnant women should be
restrained in the least restrictive method possible,
that waist and electronic restraints should never
be used during pregnancy, and that leg restraints
should never be used during labor and delivery.
While efforts to restrict the use of physical
restraints on pregnant and laboring women in
prison are gaining momentum, more than half of
the states do not have policies that comprehen-
sively limit the use of restraints (The Rebecca
Project 2010). As of 2012, only 17 states have
adopted laws that limit the use of physical
restraints for pregnant inmates, with four states
addressing the issue in policy.

International Examples of Prison-Based
and Community-Based Programs

While it is more common outside of the USA for
babies born in prison as well as other children to
reside in prison with their mothers, there is little
information available and even less consistency
in how institutions and nations deal with mothers
and their children. For example, in Australia,
a mother or primary caregiver may submit
a request to the superintendent of the institution
that her baby live in the facility with her for up to
12 months. Requests may also be made for older
children to stay overnight. In France, however,
the decision to keep a child in prison is left up to
the mother with no approval necessary except for
the agreement of the father, and babies may stay
in the prison until they are 18 months old (Alejos
2005). In Finland, legislation allows both
mothers and fathers to bring their children into
prison with them. While there is no specific age
limit, this typically involves children younger
than 2 or 3 years old. Some countries, like
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Germany and Spain, allow older children (in
some cases, up to age 6) to live in prison with
their mothers. In other countries, like Norway,
children are not allowed in prisons at all.

There are a number of examples of the various
ways that programs throughout the world manage
babies, children, and their mothers in prisons and
community-based alternatives. In England,
the prison service has designated Mother-Baby
Units (MBUs), which are described as separate
living arrangements within a women’s prison
where women and their children may live
together during her incarceration (Edge 2006).
These units are designed with the rights of
the child as the primary consideration. Children
can stay with their mothers in prison up to
a maximum of 18 months of age. Women must
apply to participate in the program, and admis-
sion is determined based on what is in the best
interests of the child. Mothers must be and remain
drug-free, must be willing to take primary paren-
tal care of the child, and must have no physical
and/or mental health or other concerns that would
interfere with their ability to care for the child.
Applications are taken system-wide, and women
may be transferred to another facility if they are
accepted. Because of the geographic distribution
and isolation of facilities, placement in a Mother-
Baby Unit may mean that a mother and baby are
separated from the rest of their family, including
any older children she may already have.

Canada also has an Institutional Mother-Child
Program (Alejos 2005). Mothers who are
categorized as either minimum or medium security
and who are housed in institutions that provide the
program are eligible to participate as long as the
offense did not involve a child. In general, partic-
ipants may request that their young children (up to
4 years old) live with them full time and that older
children (up to 12 years old) may have part-time
residence. Canadian policy specifies that the pri-
mary consideration in allowing women to partici-
pate should be what is in the best interests of the
child, and the goal of allowing children to reside
with their mothers is to maintain and support stable
mother-child relationships. Interestingly, those
reviewing applications for participation in the pro-
gram are also directed, when feasible, to consider
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the wishes of the child in determining who will be
accepted. If accepted into the program, mothers
sign a parenting agreement, which may include
parenting training, health-care plans, and other
criteria. Program staff monitor a mother’s compli-
ance with program requirements and review cases
after the first month and then every 6 months.

While women have long been allowed to
keep young children in prison with them in Spain,
Feintuch (2010) describes an institutional program
implemented in 2004 with the stated goal of remov-
ing all children from prisons by 2012. These “exter-
nal mother units” are designed for those women
with longer sentences, who committed a nonviolent
offense. In these units, women are housed in sepa-
rate apartments with their children, and the women
are responsible for the feeding and care of their
children. Efforts are made to maintain a homelike
environment, including the language used to
describe the units, referring to a woman’s “apart-
ment” and “home.” During the day, the children
attend a community preschool, while the women
participate in programs focusing on parenting clas-
ses, education, and job training. The women may
also work in the community as long as the job does
not interfere with their child’s schedule. Cases are
reviewed frequently to ensure the health and safety
of the children, and as a child approaches 3 years of
age, the mother’s case is reviewed to determine
whether she could complete her sentence in the
community. The units have an age limit of 3 for
the children, so older children are not eligible to live
with their mothers in the units. There are only a few
facilities in the country, which means that mothers
may be located in a facility some distance from
their other family, and this may also interfere with
the involvement of fathers. Interestingly, Spain
does have one family unit where families can live
if both parents are incarcerated. Finally, the external
mother unit program is also heavily dependent on
help from nongovernmental organizations, so con-
tinued funding may be an increasing concern. Com-
munity-based programs are also available for
convicted parenting women and their children. In
addition to the “external mother units” described,
Spain is increasing the use of community-based
alternatives for nonviolent, parenting women with
shorter sentences.
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Children in Prison: US Examples

In contrast to the numerous examples from the
international perspective, it is uncommon for
imprisoned mothers in the United States to keep
their children with them while serving their
sentence. In the USA, it is common for mothers
who give birth while incarcerated to be separated
from their babies within a few days. While the
mother returns to the institution to finish serving
her prison term, the baby is placed in the commu-
nity with family or social services. Mothers who
have children prior to incarceration simply leave
those children behind when they begin serving their
sentence. Support for the use of prison nursery pro-
grams in the United States has varied over the years,
and few states operate programs. There are, how-
ever, a few notable examples of programs ranging
from prison nurseries to community-based sanc-
tions. There are generally two goals associated
with these types of programs: that allowing mothers
and babies to stay together will foster positive
attachment and bonding and, relatedly, that this
environment will be rehabilitative for the mother
and will reduce her chances of recidivism.

Within the past two decades, a minority of
states have developed prison nursery programs,
which allow children born during their mother’s
imprisonment to remain with the mother for
a period of time following birth. The oldest
program, operating since 1901, is located in
New York. Other programs have been developed
in Nebraska, Washington, Massachusetts, Illi-
nois, Indiana, Ohio, California, West Virginia,
and South Dakota. The Federal Bureau of Prisons
also operates a program, Mothers and Infants
Nurturing Together (MINT). Prison nursery pro-
grams in the USA are generally designed for
women who give birth during their incarceration,
who were convicted of a nonviolent offense, and
who have no history of child abuse or neglect.
The length of time that babies can stay with their
mothers in the program varies from a low of 30
days in South Dakota to a maximum of 3 years in
Washington. Most of the prison nursery programs
in operation are housed in an area of the prison
separated from the general population and incor-
porate parenting skills training.
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The Bedford Hills Correctional Facility for
Women in New York houses the nation’s oldest
prison nursery program, operating since 1901.
Women who are pregnant when admitted to
prison and who will give birth in custody are
eligible for the program. Selection of participants
is determined by a number of factors, including
a consideration of who will have custody of the
child, the length of the mother’s sentence, and the
type of crime she committed. If the mother will
be discharged from prison within 18 months fol-
lowing the birth of her child, the babies can stay
with their mothers the entire time. Otherwise, the
maximum stay is 12 months. Mothers receive
weekly nurse visits, and the program includes
specialized children’s activities, daycare, parent-
ing education, family counseling, and assistance
with child placement.

In 1994, Nebraska expanded an existing
program for mothers and children into a prison
nursery program modeled after the Bedford Hills
New York program (Carlson 2001). Mothers in
the women’s prison in Nebraska give birth at
a local hospital. For program participants, both
mother and baby return to the nursery facility
after discharge from the hospital. To be eligible
for the nursery program, women must have less
than 18 months left on their sentence following the
birth of their child, must have no prior convictions
for child abuse, and must sign a parenting program
agreement. As part of that agreement, prenatal
classes are required, in addition to parenting clas-
ses, educational programs, and employment. In its
early stages, participating mothers reported strong
support for the program, feeling that they have
a better relationship with their child and that they
are better mothers as a result of their participation
and involvement in parenting classes (Carlson
2001).

More recently, the Washington Correctional
Center for Women opened the Residential
Parenting Program in 1999 for minimum security
women who had committed a nonviolent offense
and would have no more than 3 years remaining on
their sentence following the birth of their
child (Women’s Prison Association 2009). In
a separate unit within the facility, mothers in the
program each have a private room with a bed for
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her child. The unit also includes indoor and
outdoor children’s play areas. Monthly pediatrician
visits are provided to monitor the health and well-
being of the children. Because children may stay
with their mothers up to 3 years, the facility part-
ners with a local organization to provide an
early head start program for the children, which
incorporates activities for the children, nutrition
counseling, information about child development,
and maternal depression screenings.

Alternatives to Incarceration in the
United States

There is also a growing effort in the USA to develop
alternatives to incarceration for convicted women
with young children. More than half of the states
have some form of family-based treatment as an
alternative to prison. Summit House in North
Carolina was one example of a model residential
alternative to incarceration program for women
with young children who were convicted of
a nonviolent offense (Women’s Prison Association
2009). Participation in the program for 12-24
months was a court-ordered condition of probation.
With the goal of rehabilitating women while
maintaining family bonds, the program included
counseling, life and job skills training, substance
abuse counseling, supportive housing, and
parenting education. Like many alternative com-
munity-based programs, Summit House is
a nonprofit organization with funding dependent
on the current economic climate. Despite being
recognized as a model program and evidence of
substantial cost savings in terms of both reduced
recidivism among the participants and reduced
social service costs of dealing with the children,
funding was cut substantially, and the program
was forced to close in June 2011.

Another example is Drew House, described by
Goshin and Byrne (2011), a newly designed
program in New York that provides supportive
housing to women charged with felony offenses
and their children. The women in the program are
typically charged with nonviolent offenses,
although some women with violent felonies may
be eligible if there was no serious injury and the
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victim agrees to the placement. The program uses
a gender-responsive, relational model that pro-
motes independence, and court-mandated condi-
tions typically involve drug testing, educational
and vocational training, efforts to find employ-
ment, as well as participation in parenting classes.
Participation in the program typically lasts between
12 and 24 months. During program participation,
the women and up to three children live in their
own apartments, paying some or all of the rent. As
with the Summit House program, availability of
funding is also an issue with Drew House.

Results of Prison-Based and
Community-Based Programs

Research on the effectiveness of prison-based and
community-based programs for parenting women
and their children is very limited. While knowledge
about the consequences of the separation of
mothers and their children due to incarceration is
also limited, research does suggest that both
the mother and their children can be adversely
affected. For example, children separated from
their mothers may experience attachment disor-
ders, mental health problems, and behavioral prob-
lems. Others report academic failure and increased
levels of criminal involvement among children of
incarcerated women (Byme et al. 2012). Thus, it is
important to consider the effectiveness of these
types of programs in terms of their impact on the
mothers who are participating but also in looking at
the long-term impacts on the children.

When sufficient resources are dedicated to
prison nursery programs designed for convicted
women and their children, results are generally
positive, providing an environment that facilitates
appropriate child development and allows mothers
and their children to develop strong relational
bonds. For example, studies in the UK indicate
that pregnant inmates are more likely to reduce
their levels of smoking, drinking, and drug use
when presented with information about healthy
behaviors during pregnancy (Edge 2006). Longitu-
dinal research also suggests that mothers are likely
to retain custody of their children following partic-
ipation, and the women also demonstrate reduced
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recidivism (Byrne et al. 2012). Community-based
alternatives to incarceration also appear to produce
positive results related to mother-child attachment
and recidivism rates (Campbell and Carlson 2012).
Additionally, the children who participate with
their mothers avoid placement in the foster care
system, maternal separation, and the related
negative repercussions.

Future Directions

With the increasing attention being paid to pregnant
and parenting women in prisons, it has become
apparent that there is very little information
maintained to track the number of pregnant
women, the outcome of those pregnancies, and the
numbers of children born or housed within prisons
throughout the world. Poso et al. (2010) refer to the
“Institutional invisibility” of these children and
the policies and practices related to children and
their parents. In the USA, research has found
that correctional administrators are generally
unfamiliar with prison nursery programs (Campbell
and Carlson 2012). While these administrators
expressed some interest in learning more about this
type of program, they expressed reservations that
would ever be implemented in their state or facility.
At a minimum, facilities should consider focusing
on ways to facilitate relationships between incarcer-
ated mothers and their children, including creating
visitation areas for children that provide a more
homelike setting or allowing mothers to create
audio-recordings of bedtime stories that they could
send to their children (Bastick and Townhead 2008).
Other community-based programs face issues with
maintaining sufficient resources to serve the women
and children who need them.

Most of the parenting women in prison-based
programs are low risk and could reasonably serve
their sentences in the community. The Women’s
Prison Association suggests increasing the use
of community corrections and alternatives to
imprisonment for parenting women. Whether in
a prison-based or in a community-based program,
these programs should address the needs of both
the woman and her family and should offer
educational and vocational services as well as
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education on parenting skills. More generally,
there is a great need for additional research and
evaluation to assess these programs, including
the components that produce the greatest benefit
to both the women and their children.
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Overview

Bayesian updating — the principle that individuals
update prior beliefs in light of observed data
according to probability rules — has important
substantive  implications for criminology.
Theoretically, this principle may help formalize
key causal mechanisms of deterrence, rational
choice, social learning, symbolic interactionist,
and developmental perspectives of crime. Empir-
ically, recent research linking individuals’
perceptions of punishment risk to the objective
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certainty of arrest has developed formal models
drawn from Bayesian updating. Such models help
link macrolevel research on aggregate crime rates
to microlevel research on individual risk percep-
tions and self-reported crime. This essay reviews
empirical work on Bayesian updating of risk
perceptions, points to theoretical and methodo-
logical challenges in this area, and outlines future
research opportunities for perceptual dynamics
and crime.

Introduction

Bayesian updating, or Bayesian learning, has
become an increasingly important principle for
specifying how human beings change their beliefs
in light of new evidence. It has been applied to
a variety of substantive topics, including machine
learning, language acquisition, artificial intelli-
gence, and dynamic systems. In criminal justice
research, Bayesian inference has been applied to
jury decision-making, as a rational way of accu-
mulating evidence to reach a verdict (e.g., Robert-
son and Vignaux 1995). And in criminology,
Bayesian updating has primarily been approached
from a deterrence perspective, where individuals
are argued to follow Bayesian processes when
updating their perceptions of formal sanction risk
in light of new evidence (Nagin 1998). Indeed, the
link between Bayesian updating and deterrence
theory is a useful place to begin the current essay.

Bayesian Updating, Deterrence,

and Rational Choice

The deterrence doctrine is rooted in a rational deci-
sion-making framework. In his seminal work,
Essay on Crimes and Punishment, the Italian
Enlightenment scholar Cesare Beccaria ([1775]
1983:44) presented a utilitarian philosophy of
criminal punishment that assumed actors weight
pleasures and pains associated with behavior and
seek to maximize pleasure and minimize pain.
It follows that threatening citizens with punish-
ments that are certain, swift, and proportional to
the severity of crime would deter the public from
violating the terms of the social contract. Beccaria
argued that deterrence requires that punishment
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must be known in advance by all citizens, and
therefore, written laws must clearly stipulate pro-
scribed behaviors and unequivocally designate
penalties for transgressors. Beccaria ([1775]
1983:44) further argued that formal sanction
by the state is only effective insofar as citizens
accurately perceive the cost of crime and apply
this information to future offending decisions: pun-
ishments “ought to be chosen, as will make the
strongest and most lasting impressions on
the minds of others, with the least torment.”

The deterrence doctrine of the classical school
was later formalized by neoclassical economists,
who assume that actors maximize expected
utility subject to constraints. Drawing on von
Neumann and Morgenstern’s (1944) expected
utility theory of risky decisions under uncer-
tainty, Becker (1968:177) specified a utility func-
tion for criminal behavior that included the
deterrent effect of punishment:

E(U) = (1-p) UY)+p UY —F) (1)
where E(U) refers to expected utility, p is the
probability of getting caught as perceived by
the criminal, (/ — p) is the perceived probability
of getting away with crime, Y is returns to crime
(both monetary and psychic), and F is the
penalty. This utility function describes two states:
getting caught or getting away with crime. When
p = 1, the criminal expects to get caught with
certainty and, therefore, E(U) = U(Y — F); that is,
the expected utility of crime is equal to the utility
of the perceived returns to crime minus the puni-
tive sanction (assuming that the criminal keeps
her booty when caught). When p = 0, the crimi-
nal expects to get away with certainty and,
therefore, E(U) = U(Y); that is, the expected
utility of crime is equal to the utility of the returns
to crime. A person is assumed to commit crime
when the expected utility of crime is higher than
the expected utility of alternative legal pursuits
(Taylor 1978). Moreover, Eq. (1) implies that, all
else being equal, an increase in p, the perceived
certainty of punishment will reduce the utility of
crime, and thereby the probability of crime.

Both the classical and neoclassical models’
emphases on the actors’ perceived probabilities of
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punishment  underscores  the  importance
of information for deterrence and for decision-
making in general. Because individuals’ percep-
tions of sanction risk are not exogenously
determined but rather are endogenously produced
through social interaction, a rational choice theory
of deterrence and crime requires a theory of infor-
mation. Such a theory would specify how informa-
tion about sanction risks are communicated
and disseminated to individuals. Here, Bayesian
updating can provide a mechanism for risk com-
munication which is consistent with rational choice
theory. Understanding Bayesian updating first
requires an understanding of the basics of Bayesian
statistical inference.

Bayesian Inference and Updating

Based on the probability theorem posthumously
published by Thomas Bayes (1701-61), Bayesian
updating refers to the general principle that subjec-
tive beliefs should change given exposure to
new evidence (Bayes and Price 1763). Bayesian
updating provides a rational and principled way of
combining prior beliefs with new evidence using
Bayesian inference. It begins with two assumptions:
(1) Subjective hypotheses about the world can be
expressed as degrees of belief, which in turn, can be
expressed in terms of probabilities ranging from
0to 1. (2) Human beings are able to use probability
distributions to represent uncertainty in inference.
Given these assumptions, actors can use probability
theory to compute the degree of belief of
a hypothesis, #;, given some observed data d,
where /; is a member of the set of mutually exclu-
sive and exhaustive hypotheses . Belief in /; prior
to observing the data d is defined as the prior
probability, denoted as P(h;). The probability
of observing datum d given that A; is true is
the likelihood, denoted P(d|h;). Bayes’ rule can
then be used to derive our belief in /; after observ-
ing the data, which is the posterior probability
denoted P (h;|d):

o5, PPt 2

where h; € H. The denominator is simply the sum
of all possible hypotheses under consideration
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Bayesian Updating and Crime, Table 1

Prior probability P(h;)
P(certain) = .30
P(50/50) = .30

P(get away) = .40

which ensures that the posterior probabilities of all
hypotheses sum to one. This equation describes
a rational updating process in which new evidence
is combined with prior beliefs to yield a new sub-
jective belief. The posterior probability P(h;|d) is
equal to the likelihood of the data given #; is true
P(d|h;) times the prior probability P (k).

A simple example helps to illustrate how
this equation produces Bayesian learning (see
Table 1). For simplicity, assume there are only
three prior hypotheses about the risk of arrest for
burglary: certain arrest (P = 1.0), 50/50 (P = .50)
and certain to get away (P = 0). The prior prob-
ability is .30 for certainty, .30 for 50/50, and .40
for getting away. Thus, given the opportunity, an
actor would be expected to engage in burglary,
since the highest probability is associated with
getting away with the crime. The actor then
observes new information or data, in which four
of five burglars are arrested for the burglaries.
Given the new data (that 80 % of burglars are
arrested), the probabilities for our three hypothe-
ses are as follows: .80 for certain arrest, .60 for
50/50, and .10 for getting away.

The updated probabilities become .522 for
certain, .391 for 50/50, and .087 for get away
(Table 1, column 3). Note that the highest
subjective probability for the posterior is now
getting caught (.552). Thus, all else being equal,
after updating, the actor would be expected to
refrain from burglary.

Bayesian inference assumes that the observed
evidence or data are generated by some underly-
ing process or mechanism, which has crucial
implications for making inferences. The likeli-
hood is based on a probability model of the
mechanism by which the data were generated.
In this way, Bayesian learning is a way of evalu-
ating different hypotheses about the underlying
process generating the data and making
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Hypothetical Burglar Arrest Perceptions Given Observed Arrests
Likelihood P(d/h;)
P(.80Icertain) = .80
P(.80150/50) = .60
P(.80Iget away) = .10

Posterior probability P(h;/d)
P(certainl.50) = .522
P(50/501.50) = .391

P(get awayl.50) = .087

predictions about the most likely ones. For exam-
ple, if the data on arrested burglars were gener-
ated from a random sample of the population of
all burglars, and one views oneself as an average
burglar, applications of Bayesian inference
would be straightforward. However, if the
data on arrested burglars were generated from
a sample of very unskilled novice burglars, one
would draw a different inference. Although the
observed data are identical, this difference in
the generation of the data will produce distinct
likelihoods, altered posterior distributions, and
different inferences. Thus, in applying Bayesian
learning to substantive applications, careful
attention must be paid to the generative process
producing the data, a point returned to later in the
essay.

The Heuristic Critique

Bayesian updating, as well as other rational prin-
ciples of learning, has been subject to theoretical
and empirical critique. Indeed, the emerging
discipline of behavioral economics has as its
focus the study of systematic ways human beings
depart from rationality. Much of this research
derives from the important work of Tversky
and Kahneman (1974), who conducted a series
of ingenious experiments that showed actors
departing from rational updating in systematic
ways, which they termed “cognitive heuristics”
or “cognitive shortcuts.” The assumption is that
human beings have a limited ability to process
information cognitively, and therefore, must rely
on cognitive shortcuts. Based on results of their
social experiments, Tversky and Kahneman
(1974) outline four heuristic rules that individuals
use to form perceived risks, and which could
bring about departures from a Bayesian learning
process. The first, representativeness, refers to
a tendency to rely on stereotypes, while ignoring
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information on population distributions. For
example, people are likely to overestimate the
probability a mother is black when told that
she is a teenage mother, thereby forgetting or
ignoring the extent to which whites are dispro-
portionately represented in the population. In the
case of certainty of sanction, individuals are
likely to rely on stereotypes depicted in the
media, in which criminals are caught and
arrested. Research suggests that naive individuals
with no experience with the criminal justice
system tend to overestimate the likelihood that
they will be arrested if they commit crimes. Tittle
(1980, p. 67) termed this “the shell of illusion.”
A second heuristic, availability, refers to the
tendency to update based only on information
that is easily or quickly retrieved from memory
(Tversky and Kahneman 1974). Rare and mun-
dane events are less likely to be recalled than
common and vivid events. Moreover, the two
could interact: events that are vivid, salient, and
dramatic — as well as rare — could be brought to
mind quicker than other events. The result can be
bias due to differences in ease of retrieval, as
vivid experiences or events trump other sources
of information. For example, a dramatic event,
such as being arrested for a crime, may swamp
other sources of information in an individual’s
estimate of rearrest. A third heuristic, anchoring,
refers to a failure to adjust initial probability
estimates sufficiently in light of new information.
For example, when individuals are given an
initial probability estimate that is arbitrary or
even randomly assigned, followed by additional
accurate information with which to update, their
new estimates are consistently biased in the
direction of the initial estimate (Tversky and
Kahneman 1974). The estimates are anchored at
the initial value, rather than adjusted properly in
light of the new information. Applied to updating
perceived risk of formal sanction, anchoring
could lead to an effect opposite from that
of availability. Individuals may fail to adjust
risk estimates appropriately in light of new
information and instead anchor on their
baseline estimates. Tversky and Kahneman
(1974) mention a fourth departure from Bayesian
learning: the gambler’s fallacy. Stated simply,
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the gambler’s fallacy occurs when one assumes
that a departure from what happens in the long
run will be corrected in the short run. For exam-
ple, if seven coin flips in a row have come up tails,
one might think one is “due” for a heads. Applied
to updating perceived risk, this might cause indi-
viduals who continuously get away with crime to
think they are “due” for an arrest, or those
who experience a string of arrests think they are
“due” to get away with crime (Pogarsky and
Piquero 2003).

Although experimental evidence suggests that
actors do depart systematically from rational
updating, some scholars argue that the departures
are relatively small in magnitude, given the
overall decision-making process. Thus, Bayesian
updating of perceived sanction risk may be pre-
sent net of cognitive heuristics. The next section
summarizes related research on deterrence and
updating risk perceptions.

Research on Deterrence and Perceptual
Updating

Early empirical tests of Becker’s model used
statistical models of aggregate crime rates, focus-
ing on the deterrent effects of objective risk of
punishment, using for example, risk of imprison-
ment (measured by imprisonment per capita) or
risk of arrest (measured by arrests per crimes
reported to police). Most notably, Ehrlich
(1973) found deterrent effects of risk of impris-
onment, but scholars criticized his simultaneous
equation models for using implausible solutions
to the identification problem — the problem of
finding good instrumental variables to identify
reciprocal effects between rates of imprisonment
and rates of crime — such as assuming population
age, socioeconomic status, and region have zero
direct effects on crime (Nagin, 1978). Later work
using aggregate data includes more plausible
instrumental variables to address the problem of
reverse causality and found deterrent effects.
For example, Levitt (1997) employed the timing
of mayoral elections as an instrument for the
number of police per capita, under the assump-
tion that such elections should have a direct effect
on investment in the police force (as newly
elected mayors seek to crack down on crime),
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but only an indirect effect on crime. For a review
of aggregate deterrence research, see Nagin
(1998) and Durlauf and Nagin (2011).

Tests of the deterrence hypothesis using
aggregate data assume that aggregate clearance
rates are good proxies for individuals’ percep-
tions of formal sanction risk, which is the key
explanatory variable. A few economists remain
uninterested in directly measuring individual
risk perceptions and instead assume that the
models need not describe perceptual or cognitive
processes so long as actors behave “as if they are
rational” and the models make good predictions.
By contrast, most scholars view the measurement
issue as an empirical question and welcome
research on the relationship between aggregate
rates of objective certainty of punishment and
perceptions of the risk of sanction. Subjective
expected utility models replace the objective cer-
tainty of sanction with a probability distribution
of subjective probabilities. Such models are still
rational models because the statistical mean of
the subjective probability distribution is assumed
to fall on the value of the objective probability
(Nagin 1998). Empirical research from a subjec-
tive expected utility framework uses survey
methods to measure perceived risk of punishment
directly from respondents, rather than inferring it
from behavior through the method of revealed
preferences (e.g., Kahneman et al. 1997). These
studies of individuals have the potential of
linking subjective risk of punishment measured
with survey data and objective risk of punishment
measured with police clearance rates.

Early perceptual deterrence research by soci-
ologists used cross-sectional data, eliciting self-
reports of delinquent behavior and perceptions
of risk of arrest in the same questionnaire or
interview. These studies generally found small
but significant deterrent effects for certainty but
not for severity. That is, youth who perceive
a high probability of arrest for minor offenses
(like marijuana use and petty theft) tend to report
fewer acts of delinquency. Such research was
immediately criticized for using cross-sectional
data in which past delinquency is regressed on
present perceived risk, resulting in the causal
ordering of the variables contradicting their
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temporal order of measurement (Paternoster
1987). These criticisms led to panel studies in
which individuals are followed over short periods
of time and both risk perceptions and self-
reported crime are remeasured repeatedly.

The initial panel studies surveyed two waves
of undergraduate students and estimated cross-
lagged panel models. Here, self-reported delin-
quency is regressed on lagged delinquency plus
lagged perceived risk and then perceived risk is
regressed on lagged risk plus lagged delinquency.
These studies found that both perceived risk and
delinquency were fairly stable over a 6-month or
12-month period. Moreover, they found little
evidence of a deterrent effect of the certainty of
sanctions: net of lagged delinquency, lagged per-
ceived risk of punishment was not significantly
related to delinquent behavior. They did find
support for the opposite effect: net of lagged
risk, lagged delinquency exerted significant
effects on perceived risk. Paternoster et al.
(1982) called this an “experiential effect,”
because it suggested that youth who experienced
getting away with crime — arrest is fairly rare for
the nonserious self-reported delinquent acts
measured — reported lower risk of arrest. These
findings were replicated on other two-wave
panels of students. Furthermore, the results —
a strong experiential effect and weak deterrent
effect — were replicated in samples of disadvan-
taged adults in several cities at risk of serious
crimes (Piliavin et al. 1986). The experiential
effect was the first important empirical finding
about the formation of individual risk percep-
tions. An experiential effect is consistent with
a Bayesian updating model insofar as respon-
dents have not been arrested between waves. If
they had been arrested, that information must be
included in any updating model.

Paternoster et al. (1985) found, for their two-
wave panel of undergraduate students, experien-
tial effects for minor property offender. They also
found that students who were arrested between
waves had higher perceptions of arrest risk.
Horney and Marshall (1992) interviewed incarcer-
ated felons and obtained their retrospective self-
reported arrests and offenses. They computed, for
a variety of offenses, the ratio of arrests to offenses
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and found that arrest ratios strongly related to
perceived risk of punishment. This finding is con-
sistent with a model of Bayesian updating. Subse-
quent research used prospective longitudinal
designs to examine Bayesian learning of perceived
risk. Pogarsky, Piquero, and Paternoster (2004)
focused on changes in risk perceptions among
a sample of high school students surveyed at the
10th and 11th grade. They found that students who
experienced an arrest between the waves increased
their perceptions of arrest certainty. This effect was
most pronounced for offenders with an initially
low-risk perception, which the authors attribute to
these offenders having more room for change (i.e.,
a floor effect). Additionally, they found that indi-
viduals who reported higher peer offending had
lower perceptions of risk, presumably because
those friends avoided arrest. Stafford and Warr
(1993) termed such a process vicarious punishment
avoidance. This peer effect was greatest for non-
offenders, consistent with the idea that naive indi-
viduals have a “shell of illusion” (Tittle 1980:67)
regarding police effectiveness that is eroded
through vicarious experiences.

Two recent studies incorporate Bayesian
updating of perceived risk into deterrence models
of subsequent offending. Matsueda, Kreager,
and Huizinga (2006) examined changes in risk
perceptions and offending with longitudinal
data of adolescents from high-risk Denver
neighborhoods. They found strong support for
a Bayesian learning hypothesis for both property
and violent crime: lagged ratios of arrest per
offense — which they termed, ‘“experienced
certainty” — were monotonically (positively) asso-
ciated with perceived risk of arrest. In addition,
respondents’ unsanctioned offenses were monoton-
ically (negatively) related to perceived risk of
arrest. They also found that perceptions of peer
delinquency were negatively associated with per-
ceived risk (see also Pogarsky et al. 2004). Each of
these findings is consistent with Bayesian updating.
Finally, Matsueda et al. (2006) also estimated
a rational choice model of crime, finding that per-
ceived risk of arrest was significantly associated
with subsequent offending. Specifically, they
found that, on average, a 10 % increase in perceived
certainty of arrest was associated with a 3 %
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decrease in theft and violence. Lochner (2007)
reported similar findings using data from the
National Longitudinal Survey of Youth 1997 and
National Youth Survey. He found that respondents
in both surveys updated their risk perceptions in
ways consistent with Bayesian expectations.
Offenders who got away with crime reported
lower risk of arrest, and those who got arrested
reported higher risks. Lochner (2007) also found
that naive non-offenders held the highest percep-
tions of risk certainty. When comparing perceived
certainty to actual offending, he strikingly found
almost the exact same pattern as Matsueda et al.
(2006): using the NLSY97 data, he found that
a 10 % increase in perceived certainty of arrest
was associated with a 3 % decrease in theft. The
similarity of these results builds confidence in the
deterrent effect of perceived certainty of arrest on
future offending.

The most recent study of Bayesian updating,
conducted by Anwar and Loughran (2011),
examined serious juvenile offenders enrolled in
the Pathways to Desistance Study. They found
that offenders in their sample appeared to update
their risk perceptions following a Bayesian
model. Offenders who committed crimes and
were arrested for them reported an average of
6.3 % higher-risk perceptions than those who
committed crime but were not arrested. This is
an important finding, as it suggests that risk
perceptions remain malleable even among seri-
ous offenders, a population often written off as
irrational or impulsive and thus outside policy
intervention.

The weight of recent evidence thus supports
Bayesian expectations when applied to updated
risk perceptions and personal experiences of
offending and sanctioning. As mentioned above,
one might also ask if subjective sanction percep-
tions are rooted in objective rates of arrest and
punishment. For example, does increased police
arrest activity alter offenders’ subjective arrest per-
ceptions? Interestingly, Lochner (2007) observed
that the risk perceptions of his NLSY97 sample
were fairly unresponsive to county-level arrest-
per-crime rates. Combined with his findings of
individual experiential effects, the lack of a con-
textual effect suggests that proximate conditions
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are more important determinants of perceptual
change than macro-contextual conditions. Kleck
et al. (2005), in a phone survey of respondents in
300 counties, also found little correspondence
between individuals’ estimates of police clearance
rates and the actual clearance rates in those
counties. However, Apel, Pogarsky, and Bates
(2009) did find an association between changes in
a school’s disciplinary regime and students’ per-
ceptions of discipline, suggesting that individuals’
risk perceptions are responsive to contextual con-
ditions in at least some instances. The limited and
mixed findings in this area suggest that further
research is required to connect objective sanction
risk in a given geographic area to individual risk
perceptions.

Extralegal Benefits and Costs

Research of the linkage between perceptual change
and offending should also extend beyond formal
sanctions. Theory and qualitative evidence suggest
that other costs and rewards are equally, if not more
so, related to criminal decision-making. As men-
tioned previously, Becker’s (1968) criminal utility
model includes both subjective costs and benefits
in criminal decision-making. This utility calculus
lies at the heart of rational choice theories of crime
(Clarke and Cornish 1985). The relative neglect of
crime’s perceived returns, and how these percep-
tions are adjusted over time, is a serious omission
both for etiological and policy reasons. Under-
standing crime’s perceived benefits will likely pro-
vide valuable insights for understanding criminal
motivation, while also pointing to potential inter-
ventions that downwardly adjust individuals’ pos-
itive perceptions of crime over time.

In his phenomenological examination of violent
and property crime, Katz (1988) provided perhaps
the most detailed account of crime’s “seductive”
psychic and social rewards. He explored the
“sneaky thrills” of shoplifting and the social status
associated with the “badass” gang member. Such
perceived benefits are intimately linked to the
criminal event and may override the certainty,
celerity, and severity of perceived punishment.
Indeed, Matsueda et al. (2006) found that the per-
ceived excitement and “coolness” of offending
were stronger predictors of crime than perceptions
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of arrest. Missing from their analyses, and gener-
ally overlooked in empirical analyses of criminal
perceptions, are the origins and dynamics of
crime’s perceived benefits as predicted by Bayes-
ian learning.

Such analyses would appear particularly rele-
vant for understanding individual trajectories of
drug use. The objective risks of apprehension for
drugs are low and likely swamped by perceptions
of their psychic and social returns. In his classic
Becoming a Marihuana User, Howard Becker
(1953) described the learning process associated
with marijuana initiation. In interviews of
marijuana-smoking Jazz musicians, he found that
users often entered their first marijuana experience
uncertain of the drug’s effects. Moreover, mari-
juana’s psychopharmacological properties may
result in potentially ambiguous physical effects,
such as hunger, paranoia, dizziness, and euphoria,
or no effects at all. Becker argued that the presence
of more knowledgeable peers help the initiate trans-
late these effects into a pleasurable experience
worth repeating, or these peers may push the initiate
to smoke again if he or she experienced no discern-
ible effects the first time. In these ways, perceptions
of fear and uncertainty are updated into fun and
excitement. The change in marijuana’s perceived
rewards upon initiation thus provides a particularly
fruitful context for studying Bayesian updating.

Costs other than formal sanctions may
also be important for understanding criminal
decision-making. McCarthy and Hagan (2005)
argued that the proximal fear of physical
harm likely overrides perceptions of punishment
for offending decisions. In their qualitative
and quantitative study of street youth living in
Toronto and Vancouver, they found that percep-
tions of danger deterred youth from theft, drug
dealing, and prostitution. Interestingly, they
found little evidence for the threat of legal sanc-
tions, but, consistent with Matsueda et al. (2006),
they did find that perceived excitement predicted
theft and drug dealing. Note, however, that the
cross-sectional nature of their data did not allow
them to directly address the Bayesian updating
hypothesis. More work is required to test if
repeated exposure to crime and delinquency
increases or decreases perceived danger.
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Life-Course Transitions and Cognitive
Change

The growth in life-course theories and research
has opened up new avenues for understanding
Bayesian updating processes. An axiom of life-
course perspectives is that life events can mean-
ingfully alter individual behavioral trajectories.
Although the dominant explanation for how
events become “turning points” in criminal tra-
jectories is through external social control mech-
anisms (Sampson and Laub 1993), cognitive
change is increasingly the focus of life-course
criminology. Giordano et al. (2002) provided
a symbolic interactionist theory that connects
life-course transitions, cognitive transformation
processes, and criminal desistance. Their central
premise was that desisters are likely to reflect
on their past and present circumstances and
create new conventional identities. Life-course
transitions, such as marriage, incarceration, and
parenthood, then become “hooks for change”
in this cognitive process. Interpreted from
a Bayesian perspective, significant life events
should provide new evidence by which prior per-
ceptions are updated to shape future behavior. As
Maruna (2001) points out, however, whether
such life events positively or negatively affect
self-perceptions is extremely difficult to predict.
For example, a drug addict may interpret
a friend’s overdose as (1) the final impetus
needed to “get clean,” (2) unrelated to their own
fate, or (3) a reason to use drugs to manage the
resulting grief. The subjectivity of experience,
and the meaning of experiences derived in con-
textualized social interactions, complicates an
understanding of perceptual change and use of
formal models of Bayesian inference. Identifying
the origins of such heterogeneity is challenging
but worth future investigation.

Conclusion and Future Directions

Under many guises, Bayesian updating remains
an influential concept for criminological theory
and research. Within the deterrence literature,
researchers have consistently documented the
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experiential effect of crime on reduced risk
perceptions, while also documenting an association
between sanction perceptions and future offending.
Rational choice studies have extended the study of
perceptual dynamics to extralegal domains, includ-
ing changes in perceived excitement, social status,
monetary rewards, and fear of physical danger.
More recently, life-course research has explored
the impacts of life events on cognitive changes
and desistance processes. All of these research
strands continue to produce contributions for both
criminology and the understanding of individual
perceptual dynamics over time.

The obstacles facing perceptual research also
provide opportunities for scientific advancement.
As mentioned previously, a continuous challenge
facing research in this area is disentangling experi-
ential from perceptual effects. For example, an
individual’s experiences in crime should change
his or her perceptions of its costs and benefits,
which should then impact his or her probability of
future crime. Longitudinal designs are clearly nec-
essary for distinguishing these reciprocal processes.
One attractive strategy might be to design an exper-
iment where individuals are randomly exposed to
sanction risk information, such as local arrest sta-
tistics, to examine if their pretest arrest perceptions
and behavioral intentions are updated upon receiv-
ing new information. Another potentially fruitful
research avenue would focus on perceptual changes
surrounding criminal onset. Prior to initiation, indi-
viduals must rely on less-than-optimal information
sources — such as peers, the media, or experience
with related behaviors — to formulate expectations
for a novel behavior. But the inadequacy of prior
information may result in actors initiating
a behavior under extreme uncertainty. The situa-
tional contexts of initiation, and the physical expe-
rience of that event, are then highly influential in
revising perceptions from uncertainty to increased
clarity. The large amount of perceptual change
potentially associated with initiation makes under-
standing this event critical for our knowledge of
Bayesian updating. Although measuring the per-
ceptions and contexts at the point of initiation
would be difficult, it holds tremendous potential
for broadening our insights of dynamic risk
perceptions.
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Future research is also required to order individ-
uals’ perceptions of crime’s costs and benefits.
Prior research has demonstrated that crime’s
perceived extralegal costs and benefits often exceed
the effects of perceived formal sanctions in
predicting future criminal behavior. What is needed
is research that identifies the relevant subjective
perceptions of crime and helps rank order or weight
these perceptions while also examining how such
orderings may change over time. For example, the
perceived social benefits of drug use may be
a strong predictor of drug initiation, but upon initi-
ation, such perceptions may be overridden by the
perceived fun and excitement associated with get-
ting “high.” Further, perceptions of pleasure may
fade over time and be replaced by the perceived
costs of heavy use. Bouffard (2007) has taken
steps toward identifying preference orderings
using subject-generated perceptions of criminal
consequences, but more work is required to under-
stand the dynamics of such orderings given
individual experience.

More broadly, greater theorizing is necessary for
the generative process of risk perceptions. Aside
from personal exposure and vicarious experiences
through peer networks, few studies have focused on
the origins of offending perceptions and their
changes over time. It is clear that non-offenders’
perceptions differ greatly from offenders’ percep-
tions, and that individuals transitioning from the
former to latter typically experience substantial per-
ceptual shifts. However, more research should cen-
ter on the information sources associated with each
status and how naive perceptions are updated or
negated with offending decisions or experiences.
Such investigations have substantial implications
for interventions aimed at manipulating perceptions
to prevent initiation (general deterrence), or
increasing offenders’ perceived risks to prevent
future offending (specific deterrence).

Finally, research should also continue
to isolate the effects of salient life events
(e.g., marriage, parenting, employment, military
service, incarceration, etc.) on changing risk
perceptions. Symbolic interactionist perspectives
of desistance (Maruna 2001; Giordano et al.
2002) have taken strides in presenting theoretical
models and qualitative evidence for how life
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events relate to cognitive transformation and
desistance, but further quantitative evidence is
needed to validate this line of inquiry and
calibrate risk perceptions so that they may be
formally analyzed using Bayesian inference.
Prospective studies of sanction perceptions and
prominent life-course transitions would add to an
understanding of desistance while also testing the
Bayesian learning hypothesis. Such investiga-
tions will provide greater clarity to the cognitive
processes and decision-making associated with
“knifing off” a criminal past and the construction
of a conventional future (Maruna 2001).
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Overview

Behavioral Investigative Advice represents
the UK approach to the provision of advice and
support to major crime investigations from
a behavioral science perspective. Although the
foundations of Behavioral Investigative Advice
are built upon such precursor influences as crim-
inal investigative analysis, offender profiling, and
investigative psychology, the emergence of
Behavioral Investigative Advice should be rec-
ognized more as a qualitatively distinct profes-
sion, than a variation of technique.

All such behavioral support to UK policing is
delivered exclusively by a nationally funded
cadre of professional Behavioural Investigative
Advisers (BIAs) who have significantly widened
the scope from the traditional, specific view
of “offender profiling” to a discipline which
now encompasses a broad range of scientifically
based yet pragmatic activities related to
supporting police investigations, based on repli-
cable, transparent, and valid knowledge and
research.

While elements of this approach and philosophy
have begun to evolve within other (predominantly
European) countries, it is emphasized that the for-
mal recognition of Behavioural Investigative
Advisers is a UK-specific initiative and should
not be misinterpreted as any form of internationally
recognized standard.

Brief Historical Overview

The term “offender profiling” was first regularly
used by members of the FBI Behavioural Science
Unit who defined it as the process of drawing
inferences about a suspect’s characteristics from
details of his or her actions exhibited during the
commission of a crime.

Critical review of these initial efforts however
drew attention to the lack of systematic basis and
empirical evidence supporting the claims made.
David Canter, a UK psychologist, was highly
influential in advocating a more robust scientific
psychological approach to offender profiling, and
in recognizing the broader utility of providing
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investigative support to serious crime enquiries
from a behavioral science perspective.

In 1992, the Metropolitan Police service
commissioned research into the investigative
usefulness of such offender profiling, following
concerns that despite over 200 British Police
inquiries utilizing such services in the preceding
decade, no reliable or valid scientific assessment
has been conducted to evaluate its usefulness.

While the explicit focus of this research was
directed toward the methodologies employed and
the resulting usefulness of profiling, it also pro-
vided important signposts toward the challenges
facing this emerging discipline within the UK,
most significantly in the observation that no
governing body for the regulation of professional
or ethical standards existed, and that there was no
formally recognized program for the training of
UK practitioners in profiling techniques.

However, it was not until 2001 that a signifi-
cant watershed in such endeavors occurred, most
conspicuously evidenced by the replacement of
the term “offender profiler” with “Behavioural
Investigative Adviser” (BIA). A set of common
standards and working conditions were intro-
duced, making explicit the responsibilities of
BIAs, including: administrative protocols, com-
mitment to producing written reports, agreement
to have work annually audited and evaluated, and
acceptance that the results of such audits would
determine the retention or removal of their
authority to provide Behavioral Investigative
Advice within the UK.

The introduction of these new working condi-
tions had a twofold effect. In making explicit the
need to document all advice provided, not only
were quality assurance issues addressed, but the
true extent of behavioral science provision to UK
investigations could be known for the first time,
allowing for detailed qualitative and quantitative
analyses of all aspects and supply and demand.
The availability of such management information
led to a formal strategic review of UK Behavioral
Investigative Advice in 2010, which provided
a clear overview of the current status of the dis-
cipline, clarified current and potential future
demand, made explicit the current and antici-
pated threats to the effective delivery of the



Behavioral Investigative Advice

service and considered regulatory and gover-
nance issues, including minimum performance
standards. It concluded with a proposed model
of management and delivery of Behavioral Inves-
tigative Advice which significantly changed the
landscape of such activity within the UK.

Today, all behavioral science contributions to
major crime investigations are delivered exclu-
sively by a nationally funded cadre of full-time
professional Behavioural Investigative Advisers
(BIAS).

International Perspectives

While one of the key successes of the UK
approach to Behavioral Investigative Advice is
the effective integration of the BIA into the inves-
tigative arena, the UK model differs significantly
from many of its international contemporaries in
the philosophy of individual specialism within
a multidisciplinary approach. Whereas in many
countries, the “profiler” assumes the role of
investigator, whose behavioral science knowl-
edge and expertise represents but one facet to an
overall “investigative consultancy” role, in the
UK, such expertise is far more discrete. The
BIA is concerned only with contributions based
on behavioral/psychological principles, and inte-
grates such expertise with other specific experts,
including those focused exclusively on investiga-
tive doctrine. An additional benefit of such
approach is that unburdened by the same training
and experiences of police investigators, the BIA
has the benefit of a more objective and “different”
view of the case. While approaches in which
seasoned investigators are “trained” in behavioral
science have their own merit, the UK’s approach
favors the behavioral scientist gaining a sufficient
and relevant understanding of the investigative
process, but delegating the more “traditional”
investigative advice to an “expert” investigator.

Investigative Contribution

Behavioral Investigative Advice has the potential
to contribute to many aspects of the investigative
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process and may take many forms throughout the
life of the enquiry. While all of the products and
services available offer tactical or strategic solu-
tions in their own right, all are underpinned by
a broader philosophy of adding value to the
decision-making of the Senior Investigating Offi-
cer (SIO), through an enhanced understanding of
the offense and offender from a perspective dif-
ferent from that routinely employed within major
crime investigation teams. Such differences in
perspective can be broadly characterized as
evidence (SIO) versus understanding (BIA),
although both are directed at supporting the sin-
gle goal of case resolution. It is this additional
perspective and associated expertise which
should be recognized as the critical success factor
of Behavioral Investigative Advice.

While the prediction of those facets of an
unknowns criminal’s background which are ame-
nable to investigative action serves as a great asset
in major crime enquiries, this does not represent the
only contribution of contemporary BIAs. Analysis
of the type and scope of reports produced by the
national cadre of UK BIAs reveals a steady decline
in producing “offender profiles,” from over 60 %
of all operational activity at the launch of the unit
over a decade ago to a little over 10 % in 20009.
Such figures do not however imply that such infer-
ence generation regarding offenders is no longer
undertaken on a routine basis, but rather that such
inferences often form the basis of a more bespoke
service to SIOs, tailored to their specific investiga-
tive needs.

However, the implicit assumption that all
the additional services provided by BIAs are
dependent upon such prescriptive predictions
concerning the unknown offender is also inaccu-
rate. Many of the products and services, as outlined
below, are wholly independent of any such specu-
lative inferences regarding the type of unknown
person who has committed the offense in question.

Crime Scene Assessment and Hypothesis
Generation

Critical to the provision of many BIA products
and services is a fundamental understanding of
the offense, and hence the offender(s), from
a behavioral perspective. This is achieved
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through crime scene assessment (CSA) and
hypothesis generation. This involves a thorough
examination of the criminal event and generating
hypotheses based upon the available information.
Support for or against each of the possible
hypotheses is then forwarded with reference to
psychological theory, relevant research findings,
and experiential knowledge, with information
gaps identified that will further enhance the pro-
cess. The benefits of such an approach are that
specific hypotheses regarding the offense can be
tested in a systematic, reasoned, and objective
fashion, based upon sound supporting rationale.
Such a methodology is consistent with, and
provides a tangible product of the investigative
philosophy promoted within national policing
guidance. Recent practice advice advocates the
application of scientific principles and methods
as core investigative doctrine to be adopted
across the UK police service (ACPO 2005).

Offense Linkage Analysis

In the absence of any physical evidence linking
a number of crimes, the contribution of
a behavioral analysis may be significant.
Research into behavior exhibited by offenders
during the commission of their crimes has led to
a greater understanding in consistency and vari-
ability of offenders when committing a series of
offenses. Through national mandates to collect
and analyze a range of sexually motivated
offenses throughout the UK, BIAs have access
to the largest collection of data of its kind in the
UK and one of the largest in Europe via the
ViCLAS (Violent Crime Linkage Analysis
System) database (the collection criteria cover
homicide, serious sexual assault and abduction
offenses, including attempts). The creation of
such large datasets allows for validation of initial
hypotheses regarding linkage, as well as provid-
ing statistics with regard to the frequency of
individual behaviors, and more significantly,
combinations of behaviors.

Predictive Profiling

Drawing inferences in relation to a particular
offender on the basis of a comprehensive crime
scene assessment is a process commonly referred
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to as predictive (or offender) profiling. However,
it is important to recognize that in contrast to its
media portrayal, the focus of modern day predic-
tive profiling is very much on investigative utility
rather than psychological interest. Perhaps the
most widely held misconception regarding the
role of the contemporary BIA surrounds the insis-
tence that speculative predictions concerning the
unknown criminal’s personality are routinely
made. They are not. Not only is such activity
lacking scientific reliability and validity, in itself
it serves very little, if any purpose in assisting
police officers to identify the offender. Despite
the tabloid appeal of psychological musings over
traits such as narcissism, misogyny, introversion,
and the like, the lack of any police database
recording such facets of the criminal population
makes them somewhat limited in terms of inves-
tigative utility.

A BIA will endeavor to make accurate
assessments in relation to objective and verifiable
elements of an offender’s background. Consider-
ation will be given to the likely age of the
offender, whether he is likely to have previous
police convictions and if so what these may be,
and where he may reside or be based. The goal of
the BIA in this process is to allow the SIO and the
enquiry team to focus on areas of investigation
most likely to identify the offender. It is perhaps
only in the form of investigative suggestions and
interview strategy development where BIAs may
on occasion consider more trait-based interpreta-
tions and their associated behavioral implications
at the investigative level (see below).

Nominal Generation

An extension to predictive profiling, suspect gen-
eration may be undertaken by the investigation
under the guidance of a BIA. By taking the pre-
dictions made in relation to an offender’s likely
background characteristics, it is possible to uti-
lize local crime and intelligence databases as well
as the Police National Computer (PNC) in order
to generate pools of potential suspects. Outside of
the criminal arena, in some cases, it may also be
possible to highlight additional potential suspect
pools on the basis of advice offered by a BIA,
such as those from housing lists, voters register,
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employment records, and so on. This will always
be evaluated by the BIA on a case-by-case basis.

Prioritization Matrices

Again, an extension of the predictive profiling
process, a prioritization matrix takes the individual
predictions made in relation to the proposed back-
ground of the unknown offender and integrates
them in the form of a matrix. Each facet of a
potential suspect will be given a numerical value
such that nominals within an enquiry can be
objectively scored and ranked in terms of how
well their background characteristics fit with
those proposed for the unknown offender. This
process is of particular utility if an investigation
wishes to undertake an intelligence-led DNA
screen or is seeking to prioritize many hundreds
of potential suspects from a cold case enquiry or
mass media appeal. Where possible, a suspect pri-
oritization matrix will be developed so as to inte-
grate the behavioral predictions (in relation to an
offender’s background) with a geographic profile
in relation to their most likely area of residence.

Investigative Suggestions

In line with the BIAs intention to make their
report as investigatively focused as possible, it
is normal practice now for BIAs to offer direct
investigative suggestions on the basis of the
information supplied to them. It should be recog-
nized that while the BIA role is very much an
“advisory” one, they do typically possess signif-
icant experience of major criminal investigations
(the national cadre of BIAs have an accumulated
experience of over 1,000 cases). This experience
combined with their ability to draw logical infer-
ences on the basis of an offender’s behavior
means that they will offer investigative sugges-
tions to the SIO as a routine part of their report.
Suggestions are made strictly on a case-by-case
basis and should always be accompanied by
a clear supporting rationale.

Interview Advice

Contributions from a behavioral perspective can
provide a significant enhancement to the develop-
ment of interview strategies. Such contributions
can be classified as either interviewee-specific
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advice or crime-scene-specific advice. With
respect to the former, more traditionally recog-
nized interviewee-specific advice, an identification
of salient behavioral characteristics of the individ-
ual to be interviewed can inform strategies to max-
imize interaction and the quantity and quality of
information disclosed and minimize confabulation
and fabrication. The more contemporary contribu-
tion from a crime-scene-specific perspective pro-
vides additional guidance to interviewing officers
in understanding the offense; will identify any
gaps, inconsistencies, and ambiguities in the infor-
mation; and provide a template against which
investigative hypotheses can be systematically
tested during interview. It is however essential
that interview advice gained from a BIA is
complemented with advice from an appropriate
in-force or ACPO (Association of Chief Police
Officers) Approved Interview Adviser to ensure
compliance with relevant legislation and support
of the overall investigative aims, objectives, and
strategies.

Media Advice

In certain circumstances, it may be advisable to
seek opinions from a BIA in relation to utilizing
the media in major investigations. This advice is
intended to maximize the use of the media when,
for example, making appeals to the public or
releasing information about an offense, but also
to enable SIOs to better understand the potential
effects of the media on the behavior of an
offender.

Familial DNA Prioritization

The recently introduced technique of Familial
DNA (fDNA) searching allows investigations to
search for relatives of an unknown offender in
cases where a full DNA profile is available at the
crime scene that does not match anyone on the
National DNA Database (NDNAD). It works on
the general principle that people who are related
are likely to have more DNA in common than
those who are not, and thereby seeks to identify
individuals on the NDNAD who have a greater
genetic similarity to the unknown offender and
hence a greater potential to be related. The BIAs
can utilize a sophisticated process that allows the
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resulting lists from forensic science providers to
be re-prioritized with respect to age and geo-
graphic association. By adjusting the genetic pri-
oritization to take into account an individual’s
age and geographic association, those individuals
who are more likely to be relatives of the offender
should become more readily identifiable from the
more general backdrop of the lists, while still
preserving the appropriate weight assigned to
them through their genetic similarity.

Search Advice

BIAs may also be able to contribute to any search
activity within an investigation. An enhanced
understanding of the offense and/or likely offender
can inform search parameters for forensic evi-
dence, witnesses, CCTYV, etc., and in combination
with relevant research findings assist in prioritizing
potential body deposition sites. Additionally, an
enhanced knowledge of specific psychological or
criminal dispositions may assist in broader search
considerations, such as briefing search officers as
to the potential significance (from an intelligence
perspective) of items which may be observed
within the course of more evidential searches.

Decision Support

As highlighted above, every contribution to the
investigation of serious crime from a behavioral
science perspective has the single underlying
goal of supporting investigative decision-making.
While the above provides a more prescriptive sum-
mary of the individual products and services that
offer explicit tactical and strategic solutions in their
own right, the more implicit role of the BIA on the
decision-making process is perhaps a less obvious,
but nevertheless critical contribution.

The field of decision-making is well established
within the psychological literature and offers
a multitude of well-established influences on
decision-making. The focus of BIA contribution
is directed toward those factors which are
commonly encountered within major crime inves-
tigations, namely, heuristics and biases. It is cog-
nizance of these factors within an investigative
environment that underpins an implicit but often
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overlooked contribution from BIAs and further
highlights the distinction between “traditional”
paradigms of profilers assisting investigators with
“offender profiles” and the contemporary UK
approach of discrete, multifaceted, professional
psychological expertise.

The ability for investigators to make rational
decisions in serious crime enquiries is influenced
by the same heuristics and biases that affect all of
our day-to-day judgments. Base rate fallacies,
representativeness heuristics, illusory correla-
tions, clustering illusions, availability heuristics,
anchoring and adjustment, belief persistence,
confirmation bias, and selective information
search, all have the potential to undermine even
the most astute of investigators’ decision-making
capabilities. While such influences are by no
means any more (or indeed less) prevalent
among Senior Investigating Officers than among
the general population, the consequences of error
within a murder enquiry are of arguably greater
consequence than the majority of more mundane
daily decisions.

It is a critical role of the contemporary BIA to
mitigate against such errors of decision-making
through the implicit integration of such consider-
ations within all advice and support offered.
While such cognizance of these bias and heuris-
tics does not form a “product” or “service” in its
own right, it may be argued to represent one of
the biggest contributions from BIAs, providing
the foundations on which the goal of supporting
investigative decision-making can be soundly
built.

This requires a sound theoretical understand-
ing of common biases and heuristics, an ability to
recognize their presence and potential negative
impact within the specific environment of a major
incident, the capability to diplomatically address
such errors, and an awareness of and access to
relevant data and information to optimize subse-
quent investigative decision-making.

Working Practice and Process

All Behavioral Investigative Advice within the
UK is provided upon request, and although
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advocated on Senior Detective training programs
and within national guidance manuals, does not
represent a procedural requirement, but rather
a carefully considered investigative decision.

Once a BIA has been engaged by the Investi-
gating Officer, a meeting takes place where an
exchange of information and views leads to the
agreement of explicit terms of reference. These
terms are established in writing and clearly articu-
late what is expected of both parties. This is par-
ticularly important with regard to ownership of any
material and confidentiality, which is expected in
instances where a BIA might have privileged
access to sensitive information about crime scenes
and/or victims. This should, for example, inhibit
disclosure of certain information to the media with-
out the SIO’s permission. Terms of reference
should also provide similar assurances to the BIA
that all relevant case materials will be made avail-
able, and any developments which may support,
refute, or refine the advice proffered be communi-
cated as soon as reasonably possible.

It is at this stage that the precise nature of any
behavioral science support will be discussed and
agreed. As has been made explicit above, the
potential products and services from contempo-
rary BIAs are far broader and more diverse than
either the media or naive academics would prof-
fer, and should not be regarded as the exclusive
generation of inferred offender characteristics,
either as a product in its own right or as the
necessary foundation to other contributions.

In order for the BIA to undertake their behav-
ioral analysis and provide timely advice, a variety
of case materials will be required from the inves-
tigation. The provision of these assist the BIA to
commence their analysis and return a detailed
report to the investigation within a timeframe
that maximizes the utility of the advice (i.e., as
soon as practically possible, but with cognizance
to the investigation’s overall strategy and
resourcing and competing BIA demands from
other cases). Although by no means exhaustive,
and with cognizance that different enquiries will
generate different information and different prod-
ucts and services require different source mate-
rials, the following represents a summative
overview of the material required and utilized.
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 Full verbal case briefing and access to the SIO/
investigation team
+ All relevant statements
* Crime report
* Any officers’ reports/status reports
 Pathology and forensic reports/findings
 Full set of crime scene and postmortem pho-
tographs (where applicable)
« Available analysis (e.g., telephony, palynol-
ogy, entomology, etc.)
» Relevant maps
 Visit to all relevant scenes
It is worth highlighting that the scene visit
represents a critical component of the process as
it allows the BIA to gain a fuller understanding of
the decision-making process of the offender.
Such information is not routinely available from
crime reports, statements, or photographs, where
often the evidential focus is too restrictive to
provide the necessary “behavioral” perspective.
In addition, the scene visit is typically
complemented by a visit to the incident room/
enquiry team, allowing the BIA to ask questions
concerning the demographics and crime profile
(i.e., the type, frequency, patterns, and interpreta-
tion of previous criminal activity) of the area, as
well as to get a full briefing from the SIO or nom-
inated member of the investigation team. It is there-
fore of great importance that in addition to making
the necessary case documentation available to the
BIA, officers who meet with the BIA and who
accompany them to the scene(s) should have
a good knowledge of the relevant areas and of the
offense(s) for which the support has been requested.
Once this information has been collated, the BIA
(except in rare circumstances involving critical inci-
dences or ‘“crimes in action”) departs the incident
room and returns to their place of work to critically
review the information and begin report preparation.
Establishing direct lines of communication with rel-
evant officers within the enquiry removes any neces-
sity to remain physically located within the incident
room, which may be viewed as counterproductive
when one considers the resources required by the
BIA, the priorities of the investigative team, and
the advantages of distanced objectivity. The BIA is
reliant upon both the statistical information
contained within relevant datasets (which for
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security reasons are not accessible outside of secure
national policing premises) and the extensive aca-
demic research libraries they have collated to inform
and support inference generation and investigative
strategy development. The capacity to reflect and
synthesize these resources with the known case
material is greatly enhanced by such remote work-
ing, eliminating both the distractions and potential
biases inherent in major incident rooms.

Once the analysis is complete, a report will be
forwarded to the enquiry with the explicit recom-
mendation that the document should not be
viewed as the completion of the BIA’s input,
but rather provide the starting point for
a dialogue between the investigator and the BI-
A. This is critical to ensure the SIO’s understand-
ing of the inferences and recommendations made
and to promote understanding that such conclu-
sions should be continually evaluated against
additional forthcoming information.

The importance of the BIA becoming part of an
advisory team is emphasized by the BIA. This
ensures all experts are aware of the findings, opin-
ions, and advice of other me